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The E-sail technology employs the repulsive force of solar wind protons on positively charged tethers for 
continuous propulsion. Mission research highlights the necessity to modulate thrust, while dynamics studies 
reveal a tendency for oscillation. This study explores achieving stable transitions between different E-sail steady

states, each associated to varying voltages and thrust levels. By creating a simplfied multibody model with 
straight, rigid tethers, controlled transitions are investigated, considering the system’s underactuated nature. 
An optimal control perspective is adopted to minimize a cost function for optimal planning. Additionally, the 
system’s response to open-loop control actions is examined, underscoring the need for feedback to ensure precise 
trajectory tracking. Consequently, a procedure for deriving a feedback control law using Model Predictive Control 
is proposed. The results suggest the feasibility of stable transitions using underactuated control and advocate for 
applying these methods to more complex and realistic scenarios.

1. Introduction

The E-sail is a propulsion technology, proposed by Janhunen [1], that generates thrust without using propellant by harnessing the momentum 
of solar wind protons as described in Fig. 1(a). The E-sail is included within the group of propellantless and continuous-thrust propulsion systems, 
which, while in some scenarios may entail longer transfer times, are of great interest for transfers requiring high energy or very long duration. The 
applications summarized by Janhunen [2] and further reviewed by Bassetto [3], demonstrate the E-sail’s capabilities as a propulsion system, while 
various works underscore the importance of modulating thrust throughout the mission and even turning the system on or off as needed [4,5].

The most common architecture of E-sails comprises a set of tethers arranged radially around the main spacecraft [3], represented in Fig. 1(b). 
These tethers, which are electrical conductors, are maintained at a high electrical potential thanks to an electron gun system. The rotation of the 
assembly allows for the stiffening and stabilization of the tethers, facilitated by the presence of remote units positioned at the outer end of each tether. 
However, several factors that can disrupt the angular velocities of the different tethers have been identfied in various works. These factors include 
the emergence of transverse propulsive forces when operating in cofigurations where the axis of rotation is not parallel to the solar rays (non

null sailing angle) [6], Coriolis forces [7], solar wind fluctuations [8], and the system’s own dynamics when studied from a multibody perspective 
[9]. To address these challenges, various enhancements to the basic E-sail cofiguration have been proposed. One such enhancement involves the 
incorporation of small thrusters into the aforementioned remote units [10], allowing for independent regulation of each tether’s angular velocity. 
Additionally, the connection of remote units via auxiliary tethers has been considered and demonstrated to stabilize the system [10,11]. In relation 
to auxiliary or secondary tethers, as they are also called, there are different cofigurations, some studies propose the use of conductive auxiliary 
tethers, which allow for an additional control parameter to regulate the angular velocity of the assembly [8]. Under the consideration of simplfied 
dynamics, it is demonstrated that using an appropriate modulation strategy makes it possible to control the propulsive force, the attitude of the 
E-sail, as well as the oscillations of the tethers and the angular velocity. Alternative cofigurations include the use of photonic blades, similar to the 
heliogyro [12,13], which can also aid in controlling the angular velocities of each tether and achieving modfication of the spin rate of the assembly 
[14,15].
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Nomenclature

Roman symbols

𝐴 Cross-sectional area.

𝐜 Constrains vector of OCP.

𝐜𝑏 Constrains associated to initial boundary conditions.

𝐜𝑑 Constrains associated to dynamic equations.

ℰ Mayer term of the cost function.

𝐹 Thrust force magnitude.

𝐟 Generalized force vector of the first-order system.

𝐟 ′ Generalized force vector of the second-order system.

𝐟𝑐 Generalized Coulomb force vector per unit of length.

𝑓𝑉 Coulomb force magnitude.

𝑓𝑤 Equivalent solar wind factor.

ℎ Time discretization step.

ℎ𝑟 Height of the central vehicle.

𝐻𝑐 Duration of the control horizon.

𝐻𝑜 Total duration of the transition maneuver.

𝐻𝑝 Duration of the prediction horizon.

𝑗 Inertia respect to the spin axis.

𝒥 Cost function for optimization problem.

𝐽 Inertia respect to the anchor point.

ℒ Lagrange term of the cost function.

𝐿 Body Length.

𝑚 Body mass.

𝐌′ Mass matrix of the second-order system.

𝐌 Mass matrix of the first-order system.

𝑀𝑐 Central vehicle control moment around 𝑋𝐵 axis.

𝑚𝑤 Solar wind proton mass.

𝑛 Number of generalized coordinates of the system.

𝑁𝑐 Control horizon.

𝑁𝑜 Number of successive OCPs to be solve for tracking.

𝑁𝑝 Prediction horizon.

𝑛𝑤 Solar wind plasma density.

𝑝 Number of tethers.

𝑝⊕ Solar wind dynamic pressure.

𝐐 Generalized force.

𝐪 Generalized coordinates vector.

𝑟 Position of the central vehicle along 𝑋𝐻 axis.

𝑅𝑟 Radius of the central vehicle.

𝑇 Kinetic energy.

𝑡 Time.

𝑡𝑓 Final time for E-sail transition.

𝑡𝑖 Initial time for E-sail transition.

𝑡𝑚 Duration of transition between steady-states.

𝑇𝑠 Spin period.

𝐮 Control vector.

𝑢𝑤 Bulk solar wind velocity.

𝑉+ Voltage corresponding to the bulk kinetic energy of a solar 
wind proton.

𝑉𝑗 Voltage value for 𝑗-th tether.

𝐱 State vector.

Greek symbols

𝛽𝑗 Lagging angle of the 𝑗-th tether.

𝛿𝑥 Virtual variable x.

𝜖0 Vacuum permittivity.

𝜖𝑐 Acceptable control error for angular position.

𝜖̇𝑐 Acceptable control error for angular velocity.

𝜖𝑝 Acceptable planning error for angular position.

𝜖̇𝑝 Acceptable planning error for angular velocity.

𝛾𝑗 Coning angle of the 𝑗-th tether.

𝚲 Weight matrix for states.

𝜙 Angular position of the central vehicle 𝑌𝐵 axis respect to 
𝑌𝑅 axis.

𝜌 Body mass density.

𝚺 Weight matrix for controls.

𝜁𝑗 Angular position for the 𝑗-th tether anchor point with re

spect to 𝑌𝐵 axis.

Superscripts

∗ State or control associated to optimal tracking solution.

0 State or control associated to initial iterant for OCP.

⊥ Solar wind velocity component perpendicular to the tether.

𝑝 State or control associated to optimal planning.

𝑟 State or control associated to reference.

𝑡 State associated to system trajectory computed by time in

tegration considering actual solar wind evolution.

Subscripts

0 Reference/nominal value of magnitude.

𝐵 Expressed in the body coordinate system 𝐵.

𝑒 Property associated to the E-sail system.

𝐺𝑗 Expressed in the 𝑗-th auxiliary coordinate system 𝐺𝑗 .

𝐻 Expressed in heliocentric inertial coordinate system.

𝑁𝑗 Expressed in the 𝑗-th auxiliary coordinate system 𝑁𝑗 .

𝑅 Expressed in the reference coordinate system 𝑅.

𝑟 Property associated to central vehicle.

𝑠 State or control associated to steady-state.

𝑡 Property associated to tether.

𝑢 Property associated to remote unit.

𝑤0 Solar wind average conditions at 1 AU.

𝑍𝑗 Expressed in the 𝑗-th tether local coordinate system 𝑍𝑗 .

Other symbols

𝑥̇ First time derivative.

𝑥̈ Second time derivative.

𝑥̂ Normalized error of the magnitudes with respect to the ref

erence.

𝑥 Normalized magnitude.

⊘ Hadamard division

Acronyms

ANCF Absolute Nodal Coordinate Formulation.

CME Coronal Mass Ejection.

DAE Differential Algebraic Equation.

EDT Electrodynamics Tethers.

E-sail Electric solar wind sail.

EUPHORIA European Prediction Of Heliospheric Indices and Cos

mic Rays.

MPC Model Predictive Control.

NLP Nonlinear Programming.

NPFEM Nodal Position Finite Element Method.

OCP Optimal Control Problem.

ODE Ordinary Differential Equation.

SHMPC Shrinking Horizon Model Predictive Control.

TSS Tethered Satellite System.
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Fig. 1. Description of Electric solar wind sail (E-sail) propulsion system. 

In regards to the E-sail dynamics, early research on E-sail dynamics proposed using a spherical pendulum model [6] to model tethers as rotating 
rigid thin wires affected by orbital and Coulomb forces, ensuring stable evolution and control via tether voltage modulation. This model was 
later improved to include centrifugal forces from the E-sail’s spin [16], establishing criteria for spin frequency selection and voltage modulation 
on secondary tethers to compensate for orbit Coriolis forces, enhancing the propellantless nature of the E-sail. Further rfinements include deriving 
control efficiency using a single rotating tether model [17] and developing analytical approximations, valid for steady-state operation, which consider 
realistic sail shapes under Coulomb and centrifugal forces [18--21]. Numerical approaches, such as lumped mass models [8,22] and the Nodal Position 
Finite Element Method (NPFEM) [23--25], have also been used to explore the E-sail dynamics, including the ifluence of spin rate and the necessity 
of remote units to control spin rate [26,27]. Additionally, the Absolute Nodal Coordinate Formulation (ANCF) [9,28,29] and other methods have 
been investigated for defining control strategies for flexible E-sails [30].

Regarding control applications in E-sails, proportional controllers have been proposed in [6,8,25] to achieve attitude changes by adjusting 
the tether voltages. The regulation of angular velocity using proportional feedback control to modulate the control torque applied to the central 
vehicle and the forces on remote units is studied in [26]. In [31], Lyapunov stability functions are used to establish a control law that ensures 
stable deployment while in [32] is considered for E-sail attitude control and stability. More advanced methods, such as Model Predictive Control 
(MPC), have also been explored in the context of electric solar sails for trajectory tracking in the presence of solar wind fluctuations [5] and for 
E-sail coupled orbital-attitude control [33]. MPC has also been considered to reduce tether oscillations [34] and for maneuver execution [35--37]. 
Additionally, in the context of Tethered Satellite Systems (TSS), MPC application to tether deployment has also been explored [38,39] and in the 
field of Electrodynamics Tethers (EDT), particularly for deorbit control [40]. The applications of MPC in the space domain are extensive and diverse, 
ranging from rendezvous operations to the flight of formation constellations. A fairly rigorous compilation of these can be found in [41], and can be 
complemented in the realm of rendezvous and docking [42--45], attitude control [46--49], or planning and trajectories [50].

In light of the preceding discussion, the relevance of the E-sail as a propulsion system is evident, as is the necessity of adjusting thrust levels to 
ensure controlled and bounded dynamics. Moreover, the emphasis on simplifying the system architecture to reduce mass and deployment complexity 
further justfies the removal of auxiliary tethers. The significance of employing a multibody dynamic model that accounts for tether flexibility has 
also been underscored. Additionally, the increasing application of MPC techniques in space systems and TSS validates their consideration in this 
context.

Building on these insights, this work explores the feasibility of achieving stable transitions between steady states in an E-sail system with varying 
voltages and thrust levels. For this initial investigation, a simplfied scenario is adopted, involving an analytical multibody model expressed in 
Ordinary Differential Equation (ODE) form, considering straight, rigid tethers and assuming rectilinear motion and fixed attitude of the central 
vehicle. By considering voltage modulation and control moment application on the central vehicle using a reaction wheel as control actions, the 
resulting system is underactuated. Given this model, the problem of inverting the dynamics to determine the control actions that enable a stable 
transition between initial and target steady-states is addressed. The control problem is formulated as the minimization of a cost function subject to 
nonlinear constraints, solved using a direct transcription method, which yields optimal transition planning through a reference trajectory and an 
optimal control law. Additionally, the system’s response to the application of the open-loop optimal control law is studied, focusing on the need 
for feedback to mitigate deviations from the reference trajectory in the presence of solar wind fluctuations and initial position errors in the tethers 
relative to the steady-state cofiguration. Consistent with the planning phase, the tracking problem is approached from a MPC perspective. By 
adopting a Shrinking Horizon MPC (SHMPC) approach, successive optimal control problems are posed and solved, providing a feedback control law 
that improves the tracking of the planned trajectory. To validate the robustness of this approach under realistic conditions, a Monte Carlo analysis 
is performed.

The main contributions of this work are as follows: (1) investigating the feasibility of achieving controlled transitions for an E-sail without 
secondary tethers, using underactuated control within a multibody framework, and considering non-homogeneous initial tether position deviations 
and realistic solar wind fluctuations; (2) proposing an optimal approach for E-sail maneuver planning and tracking, which, due to its versatility and 
adaptability, can be applied to more complex systems, including those represented in Differential Algebraic Equation (DAE) form; and (3) analyzing 
the impact of transition time and thrust increment on control demands, providing valuable insights for system design.

The present article is organized as follows. Following the introduction, Sect. 2 describes the formulation of the multibody E-sail model, including 
the definition of the coordinate systems and the Lagrangian dynamics formulation. Next, Sect. 3 presents the formulation of the transition problem, 
where the steady-state operation is dfined and the transition maneuver is established. Subsequently, the dynamic inversion for optimal transition 
planning and the feedback control approach for optimal trajectory tracking are introduced. The simulation results for both the planning and tracking 
phases are presented and discussed in Sect. 4. Finally, conclusions and directions for future work are outlined in Sect. 5.
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Fig. 2. Description of E-sail model coordinates. 

Fig. 3. Description of E-sail control forces: vector of voltage modulations 𝐕, responsible of the generation of Coulomb forces at each tether 𝐟𝑐𝑗 and control torque at 
central vehicle applied on spin axis 𝑀𝑐 .

2. Simplfied multi-body model formulation for an E-sail

In this section, the formulation of a simplfied multi-body model for an electric solar wind sail (E-sail) is presented. The objective of this model 
is to facilitate a more straightforward analysis of its dynamic characteristics and to reduce the computational costs associated with its usage. In line 
with the conclusion drawn in [24], gravitational forces, being long-term effects, are neglected in the formulation. Consequently, this work focuses 
exclusively on the E-sail’s attitude dynamics and does not consider its orbital mechanics.

The Lagrangian formulation is employed to dfine this analytical model described in Fig. 2(a) and (b), which includes the main vehicle, radial 
cables or tethers, and remote units located at the far end of the cables. In regards to the central vehicle, it is considered to be cylindrical, with 
height ℎ𝑟 and radius 𝑅𝑟, and dfined by its mass 𝑚𝑟 and moment of inertia 𝐼𝑟. It’s worth noting that its geometric center is the origin of the body 
reference system 𝐵. The E-sail is considered to incorporate 𝑝 tethers, which are assumed to be straight and rigid with a length 𝐿𝑡, cross section 𝐴𝑡, 
mass density 𝜌𝑡, corresponding to tether mass 𝑚𝑡 and moment of inertia about their ends denoted as 𝐽𝑡. The remote units are considered as point 
masses with a value of 𝑚𝑢 located at the further end of each tether. Additionally, the origin of the body axis system 𝐵, is situated along the 𝑋𝐻

axis of the heliocentric inertial system 𝐻 . Thus, a rectilinear motion of the central vehicle’s geometric center is assumed, and its position is dfined 
by its distance from the Sun denoted as 𝑟. Moreover, it is established that the axis of symmetry 𝑋𝐵 is aligned with the 𝑋𝐻 axis, such that the solar 
rays are parallel to the sail’s spin axis. This cofiguration is known as a zero sailing angle. The orientation of the body axis system 𝐵 relative to 
the inertial system is exclusively dfined by the roll angle 𝜙 while the orientation of tethers is given by the vectors of coning angles 𝛾𝛾𝛾 and lagging 
angles 𝛽𝛽𝛽. All the coordinates mentioned constitute a minimum set of coordinates 𝐪 =

[
𝑟 𝜙 𝛾𝛾𝛾⊤ 𝛽𝛽𝛽⊤

]⊤
, used to formulate the dynamic of the system 

in ODE form and avoiding the appearance of additional coordinates or constraints forces in comparison to formulations in DAE form considering 
absolute coordinates [9,51]. In reference to the control actions, described in Fig. 3, the formulation considers the application of control by means of 
the voltage modulation 𝐕, and control moment at the central vehicle 𝑀𝑐 , leading to the control vector 𝐮 =

[
𝑀𝑐 𝐕⊤

]⊤
. 

The coordinate frames used in this formulation are described in Fig. 2(a) and (b), and established as it follows. The heliocentric inertial coordinate 
system, denoted as 𝐻 , is used as the absolute frame of reference. The reference frame 𝑅 is established at the geometrical center of the central vehicle 
and parallel to 𝐻 , and it moves with the E-sail. The orientation of the central vehicle is dfined by the body coordinate system, referred to as 
𝐵 respect to the 𝑅 frame. The body frame has its origin also positioned at the geometric center of the main body. The 𝑋𝐵 axis aligns with the 
symmetry axis of the central body, following the orientation of 𝑋𝑅 . The 𝑌𝐵 axis is established by the anchor point of tether 1, and 𝑍𝐵 completes 
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the right-handed coordinate system. At the anchor point of each tether 𝑗, a local frame 𝑍𝑗 is established and dfined as it follows: the 𝑋𝑍𝑗
axis is 

parallel to 𝑋𝐵 and the 𝑌𝑍𝑗
axis aligns with the radial direction going outwards. The orientation of coordinate system 𝑍𝑗 respect to 𝐵 is given a 

rotation around 𝑋𝐵 of angle 𝜁𝑗 , which is constant for each tether. A rotation of angle 𝛽𝑗 around the 𝑋𝑍𝑗
allows to dfined the intermediate lagging 

frame 𝐺𝑗 , where the axis 𝑍𝐺𝑗
and 𝑌𝐺𝑗

lie in the 𝑌𝐵𝑍𝐵 plane. An additional rotation of angle −𝛾𝑗 around 𝑍𝐺𝑗
establishes the final orientation of the 

tether 𝑗 and its associated coning frame 𝑁𝑗 . The sequence of transformations allowing to dfined the orientation of the tether frame 𝑁𝑗 respect to 
the inertial coordinate system 𝐻 , can be summarized as

𝑅
𝜙

←←←←←←←←←←←←←←→
𝑋𝑅

𝐵
𝜁𝑗
←←←←←←←←←←←←←←→
𝑋𝐵

𝑍𝑗

𝛽𝑗
←←←←←←←←←←←←←←←←←←→
𝑋𝑍𝑗

𝐺𝑗

−𝛾𝑗
←←←←←←←←←←←←←←←←←→
𝑍𝐺𝑗

𝑁𝑗. (1)

2.1. Kinetic energy

The total kinetic energy of the system, 𝑇𝑒 , considering the contributions of the central vehicle, 𝑇𝑟 , the tethers 𝑇𝑡𝑗 and the remote units 𝑇𝑢𝑗 , for 
𝑗 = 1, ..., 𝑝, can be written as

𝑇𝑒 = 𝑇𝑟 +
𝑝 ∑

𝑗=1 

(
𝑇𝑡𝑗

+ 𝑇𝑢𝑗

)
. (2)

Where, for the sake of briefness, the detailed expression of each contribution is provided in Appendix A.

2.2. Generalized forces

The generalized forces 𝐐 considered for the formulation of the simplfied model proposed, are introduced in this section. The propulsive force 
generated by Coulomb effect associated to the voltage modulation of the tethers and the application of a control torque in the central vehicle are 
considered. Their formulation and the assumptions considered are provided hereafter.

2.2.1. Coulomb forces

The estimation of the thrust generated on a charged wire under the ifluence of the solar wind, has been investigated considering different 
approaches and leading to definition of various thrust models for the prediction of the propulsive force [52--56]. Although the predictions of the 
induced forces, calculated using the previous mentioned models, lead to notable quantitative differences, it has been shown that the impact of the 
thrust model considered on the E-sail dynamics is negligible [27]. The approximation proposed in [57], valid for a tether exposed to the solar wind 
at 1AU from the Sun, is considered in the current work. Under these conditions, the magnitude of the thrust force per unit of length of the 𝑗-th tether 
can be estimated as:

𝑓𝑐𝑗
≈ 0.18 max (0, 𝑉𝑗 − 𝑉+)

√
𝜖0𝑝⊕ ≈ 0.18 max (0, 𝑉 )

√
𝜖0𝑝⊕, (3)

where 𝑉𝑗 is the tether voltage (typically between 20-40 kV), 𝑉+ represents the voltage corresponding to the bulk kinetic energy of a solar wind 
proton, typically 𝑉+ = 1kV, and 𝜖0 stands for the vacuum permittivity, equal to 8.854 × 10−12 F m−1. Given the typical ranges exposed for 𝑉 and 𝑉+, 
the 𝑉+ term can be neglected [57]. Additionally, 𝑝⊕ is the solar wind dynamic pressure dfined as

𝑝⊕ =𝑚𝑤 𝑛𝑤 𝑢2
𝑤
, (4)

being 𝑚𝑤 the solar wind proton mass, 𝑛𝑤 the solar wind plasma density and 𝑢𝑤 the magnitude of the bulk solar wind speed. The values of solar wind 
magnitudes, are highly dependent of the distance from the Sun and can be approximated by simple models [58,59]. However, there are other sources 
of more stochastic fluctuations that can result in significant variations from the mean parameter values, as corroborated by measurements obtained 
by a number of space missions, such as Voyager 2 [60], Ulysses [61], and ACE [62]. The data obtained from these measurements have allowed 
modeling such variations using probability functions, proposing in [63] the use of the gamma function. The solar wind fluctuations have been a 
significant effect in different areas of E-sail studies, such as trajectory design and guidance [5,63,64]. In this work, their effect on system dynamics 
and the establishment of the necessary control to ensure stable system operation is of interest. Therefore, it is necessary to have not a probability 
function, but a time series that realistically captures the stochastic fluctuations of the solar wind. In this regard, there are different models developed 
by agencies or research centers, among which Enlil stands out, which was developed by NASA’s Space Weather Laboratory [65], and EUPHORIA 
(European Prediction Of Heliospheric Indices and Cosmic Ray), funded by the European Union [66]. These three-dimensional and pseudo-empirical 
models use observed plasma conditions in the solar corona as well as in situ measurements of the solar wind to simulate solar wind dynamics from 
the solar corona to the heliosphere, allowing the prediction of solar events such as coronal mass ejections (CMEs) and geomagnetic storms to Earth 
and other planets in the solar system. By using these models, it is possible to obtain for a specific location within the ecliptic plane, the temporal 
evolution of plasma density and wind speed, which allow the calculation of dynamic pressure.

Considering the previous aspects, for this work, the Coulomb force model is established as follows:

• An E-sail operating at 1 AU from the Sun with a nominal voltage of 𝑉0 = 20 kV is considered, making the Coulomb force approximation per unit 
length given by Eq. (3) applicable.

• The nominal solar wind is set as one characterized by the average solar wind parameters at 1 AU, thus velocity 𝑢𝑤0
= 400 km/s and a plasma 

density 𝑛𝑤0
= 7.3 cm−3 and 𝑚𝑤0

= 1.67 × 10−27 kg, resulting in a nominal pressure 𝑝⊕0
.

• The temporal evolution of solar wind magnitudes is considered, obtained from Enlil for a given instant and positions within the ecliptic plane.

• Only the effect of 𝑢𝑤 and 𝑛𝑤 on the dynamic pressure 𝑝⊕ is considered, neglecting other effects such as the variation of the electron sheath 
radius. Thus, for conditions other than nominal, for the 𝑗, the force per unit length is written as

𝑓𝑐𝑗
= 0.18 max(0, 𝑉𝑗 )

√
𝜖0 𝑝⊕ = 0.18 max(0, 𝑉𝑗 )

√
𝜖0 𝑝⊕0

𝑓𝑤, (5)
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where the equivalent solar wind factor 𝑓𝑤 is used, dfined in terms of density and velocity as

𝑓𝑤 =
√

𝑛𝑤 𝑢𝑤√
𝑛𝑤0

𝑢𝑤0

, (6)

and which establishes how the dynamic pressure fluctuation modfies the generated force compared to what would be obtained with the same 
voltage under average solar wind conditions.

Keeping in mind that the effective force per unit of length is exclusively due to the component of the solar wind perpendicular to the tether, the 
resultant force vector per unit of length 𝐟𝑐𝑗 , expressed in N/m, can be written as [28]

𝐟𝑐𝑗 = 0.18 max(0, 𝑉 )√𝜖0𝑚𝑤0
𝑛𝑤0

𝐮⊥
𝑤0

𝑓𝑤, (7)

where 𝐮⊥
𝑤0

represents the average solar wind component perpendicular to the 𝑗-th tether and which is computed based on the orientation of the 
tether given by 𝜙, 𝜁𝑗 , 𝛽𝑗 and 𝛾𝑗 . The previous definitions, allows to write the virtual work associated to the Coulomb forces generated at tether 𝑗 as

𝛿𝑊𝑓𝑐𝑗
=

𝐿𝑡

∫
0 

𝐟⊤
𝑐𝑗
𝛿𝐫𝐼

𝑥𝑗
d𝑥, (8)

being the resultant expression of force vector 𝐟𝑐𝑗

𝐟𝑐𝑗 = 𝑓𝑐𝑗

⎡⎢⎢⎢⎣
(
1 − sin

(
𝛾𝑗
)2)

−cos
(
𝛽𝑗 + 𝜙+ 𝜁𝑗

)
cos

(
𝛾𝑗
)
sin

(
𝛾𝑗
)

−sin
(
𝛽𝑗 + 𝜙+ 𝜁𝑗

)
cos

(
𝛾𝑗
)
sin

(
𝛾𝑗
)
⎤⎥⎥⎥⎦ , (9)

where 𝑓𝑐𝑗
is dfined for each tether 𝑗 as per Eq. (5).

2.2.2. Central vehicle control torque

Finally, the contribution of the control torque 𝑀𝑐 applied to the central vehicle using a reaction wheel oriented along the primary spin axis 𝑋𝐵 , 
is computed as

𝛿𝑊𝑐 =𝑀𝑐 𝛿𝜙, (10)

where 𝛿𝜙 represents the virtual angular position of the body axis 𝑌𝐵 respect to 𝑌𝑅 as described in Fig. 2(b). It should be noted that although the use 
of reaction wheels to apply control torque can lead to well-known saturation issues, the study of these aspects lies beyond the scope of the present 
work, and only limitations associated with the actuator’s magnitude range are considered.

2.3. Lagrangian dynamics

This section presents the calculation of the terms and generalized forces associated to the Lagrange’s equation

𝑑

𝑑𝑡

(
𝜕𝑇𝑒

𝜕𝐪̇𝑗

)
−

𝜕𝑇𝑒

𝜕𝐪𝑗
−𝐐𝑗 = 0, 𝑗 = 1, ..., 𝑛, (11)

where the generalized coordinates 𝑟,𝜙,𝛾𝛾𝛾,𝛽𝛽𝛽 are considered, and result in a set of 𝑛 = 2 + 2𝑝 variables, consisting of the position of the vehicle along 
𝑋𝐻 axis, its the angular position, and the vectors of angular position of the tethers, each composed of 𝑝 element. The kinetic energy and generalized 
forces introduced in Sect. 2.1 and 2.2, respectively, allows to rewrite the Lagrange equation as the following set of dimensionless expressions in term 
of the independent dimensionless generalized coordinates and time derivatives. These dimensionless equations reduce the number of parameters 
and facilitate the identfication of dominant effects. Firstly, the equation obtained for 𝑟 can be written as:

𝑟̈+ 1
2
𝑚𝑡+𝑢

𝑝 ∑
𝑘=1

(
𝛾̈𝑘 cos

(
𝛾𝑘
)
− sin

(
𝛾𝑘
)
𝛾̇
2
𝑘

)
− 𝑓𝑉0

𝑓𝑤

𝑝 ∑
𝑘=1

(
𝑉 𝑘 cos2

(
𝛾𝑘
))

= 0, (12)

secondly, the expression computed for 𝜙 is:

𝐼𝑟+𝑡
̈
𝜙+

𝑝 ∑
𝑘=1

((
𝐽 𝑡+𝑢 cos2

(
𝛾𝑘
)
+

𝑚𝑡+𝑢
2 

cos
(
𝛽𝑘

)
cos

(
𝛾𝑘
)) (

̈
𝜙+ ̈

𝛽𝑘

)
−

𝑚𝑡+𝑢
2 

sin
(
𝛽𝑘

)
sin

(
𝛾𝑘
)
𝛾̈𝑘

−
(
𝑚𝑡+𝑢
2 

cos
(
𝛾𝑘
)
sin

(
𝛽𝑘

)) (
𝛾̇
2
𝑘
+ ̇
𝛽
2
𝑘
+ 2 ̇

𝜙
̇
𝛽𝑘

)
−
(
𝐽 𝑡+𝑢 sin2

(
𝛾𝑘
)
+𝑚𝑡+𝑢 cos

(
𝛽𝑘

)
sin

(
𝛾𝑘
))(

̇
𝜙+ ̇

𝛽𝑘

)
𝛾̇𝑘

+
𝑓𝑉0

𝑓𝑤

2 
𝑉 𝑘 sin

(
𝛽𝑘

)
sin

(
2𝛾𝑘

))
−𝑀𝑐 𝑀𝑐0

= 0.

(13)

Thirdly, the 𝑝 equations associated to the coning angle 𝛾𝑗 , for 𝑗 = 1, .., 𝑝, can be written as
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Table 1
Description of the main parameters considered for the definition of 
the E-sail baseline cofiguration.

Body Dimension Value 

Main spacecraft

height, ℎ𝑟 [m] 2.0 
outer radius, 𝑅𝑟 [m] 1.0 
density, 𝜌𝑟 [kg/m3] 884.0 

Tethers

number of tethers, 𝑝 [-] 4 
nominal length, 𝐿𝑡 [km] 10.0 
section area, 𝐴𝑡 [mm2] 4.3 ⋅ 10−3
density, 𝜌𝑡 [kg/m3] 7653.0 

Remote unit mass, 𝑚𝑢 [kg] 1.5 

E-sail
Nominal spin rate, 𝜙̇0 [rad/s] 4.0 ⋅ 10−3
Nominal tether voltage, 𝑉0 [kV] 20.0 
Nominal control torque, 𝑀𝑐0

[N⋅mm] 10.0 

𝐽 𝑡+𝑢 𝛾̈𝑗 −
𝑚𝑡+𝑢
2 

sin
(
𝛽𝑗
)
sin

(
𝛾𝑗
) ̈
𝜙+

𝑚𝑡+𝑢

2 𝑅𝑟

cos
(
𝛾𝑗
)
𝑟̈ +

𝑚𝑡+𝑢
2 

cos
(
𝛽𝑗
)
sin

(
𝛾𝑗
) ̇
𝜙
2

+
𝐽 𝑡+𝑢
2 

sin
(
2 𝛾𝑗

) (
̇
𝛽 + ̇

𝜙

)2
−

𝑓𝑉0
𝑓𝑤

2𝑅
𝑉 𝑗 cos

(
𝛾𝑗
)
= 0,

(14)

and finally, for the in plane lagging angle 𝛽𝑗 :

𝐽 𝑡+𝑢 cos2
(
𝛾𝑗
) (

̈
𝛽𝑗 +

̈
𝜙

)
+

𝑚𝑡+𝑢
2 

cos
(
𝛾𝑗
)
cos

(
𝛽𝑗
) ̈
𝜙+

𝑚𝑡+𝑢
2 

cos
(
𝛾𝑗
)
sin

(
𝛽𝑗
) ̇
𝜙
2
− 𝐽 𝑡+𝑢 sin

(
2 𝛾𝑗

) (
̇
𝜙+ ̇

𝛽𝑗

)
𝛾̇ 𝑗 = 0. (15)

Where the dimensionless parameters and coordinates considered are described as follows. The normalized mass 𝑚𝑡+𝑢, is dfined as 𝑚𝑡+𝑢 = (𝑚𝑡 +
2 𝑚𝑢)∕𝑚𝑒, where the total E-sail mass is denoted as 𝑚𝑒 = 𝑚𝑟 + 𝑝 (𝑚𝑡 +𝑚𝑢). In addition, the dimensionless overall spin inertia is expressed as 𝐼𝑟+𝑡 =
(𝐼𝑟+𝑝 𝑚𝑡 𝑅

2
𝑟
)∕(𝑚𝑒 𝐿𝑡 𝑅𝑟), the normalized tether inertia respect to the anchor point is represented by 𝐽 𝑡+𝑢 = (𝐽𝑡+𝑚𝑢 𝐿

2
𝑡
)∕(𝑚𝑒 𝐿𝑡 𝑅𝑟), and the normalized 

main spacecraft radius is dfined as 𝑅𝑟 = 𝑅𝑟∕𝐿𝑡. Furthermore, the coordinates and their derivatives are also normalized using the dimensionless 
time, 𝑡 = 𝑡∕𝑇𝑠, where the spin period 𝑇𝑠, is given by 𝑇𝑠 = 2 𝜋∕𝜙̇0, being 𝜙̇0 the nominal angular velocity of the E-sail around 𝑋𝐵 axis, also referred to 
as nominal spin. The dimensionless position along 𝑋𝐻 , 𝑟, is established as 𝑟 = 𝑟∕𝐿𝑡, and its normalized acceleration with respect to 𝑡 is written as 𝑟̈ =
𝑟̈∕(𝐿𝑡∕𝑇 2

𝑠
). Similarly, the rest of the second-order time derivatives are 𝛾̈ 𝑗 = 𝛾̈𝑗∕(1∕𝑇 2

𝑠
), ̈𝛽𝑗 = 𝛽𝑗∕(1∕𝑇 2

𝑠
) and ̈𝜙 = 𝜙̈∕(1∕𝑇 2

𝑠
). Finally the corresponding 

velocities as 𝛾̇ 𝑗 = 𝛾̇𝑗∕(1∕𝑇𝑠), 
̇
𝛽𝑗 = 𝛽̇𝑗∕(1∕𝑇𝑠) and ̇𝜙 = 𝜙̇∕(1∕𝑇𝑠). To conclude, the controls are also normalized. The dimensionless voltage control, 𝑉 𝑗 , 

is established as 𝑉 𝑗 = 𝑉𝑗∕𝑉0, being 𝑉0 the nominal voltage modulation, and defining 𝑓𝑉0
= 𝑓𝑉0

∕(𝑚𝑒 𝐿𝑡∕𝑇 2
𝑠
) where 𝑓𝑉0

= 0.18 𝑉0
√

𝜖0𝑚𝑤0
𝑛𝑤0

𝑢𝑤0
is 

the nominal Coulomb force magnitude and 𝑓𝑤 the equivalent solar wind factor dfined in Eq. (6). Finally, the dimensionless control torque applied 
at the central vehicle is similarly established by the definition of a normalized control moment 𝑀𝑐 =𝑀𝑐∕𝑀𝑐0

, where 𝑀𝑐0
is the nominal control 

moment value, and establishing the normalized control moment as 𝑀𝑐0
=𝑀𝑐0

∕(𝑚𝑒 𝐿𝑡 𝑅𝑟∕𝑇 2
𝑠
). The nominal values for the controls are provided in 

Table 1.

The observation of the structure of the ODE system described by Eq (12)-(15), formed by 2𝑛 + 2 equations, reveals the following insights. First, 
it’s noted that the acceleration of the central vehicle, given by 𝑟̈, is a system output as neither the state, 𝑟, nor its first derivative, 𝑟̇, are present in 
the equations. By substituting Eq. (12) into Eq. (14) the obtained expression

𝐽 𝑡+𝑢 𝛾̈𝑗 −
𝑚𝑡+𝑢
2 

sin
(
𝛽𝑗
)
sin

(
𝛾𝑗
) ̈
𝜙+

𝑚𝑡+𝑢
2 

cos
(
𝛽𝑗
)
sin

(
𝛾𝑗
) ̇
𝜙
2
+

𝐽 𝑡+𝑢
2 

sin
(
2 𝛾𝑗

) (
̇
𝛽𝑗 +

̇
𝜙

)2

+
𝑚𝑡+𝑢

2 𝑅𝑟

cos
(
𝛾𝑗
)(

−1
2
𝑚𝑡+𝑢

𝑝 ∑
𝑘=1

(
𝛾̈𝑘 cos

(
𝛾𝑘
)
− sin

(
𝛾𝑘
)
𝛾̇
2
𝑘

)
+ 𝑓𝑉0

𝑓𝑤

𝑝 ∑
𝑘=1

(
𝑉 𝑘 cos2

(
𝛾𝑘
)))

−
𝑓𝑉0

𝑓𝑤

2𝑅
𝑉 𝑗 cos

(
𝛾𝑗
)
= 0,

(16)

allows the removal of 𝑟̈ from the system of equations. The ODE system is then reduced to a set of 2𝑛 + 1 equations, composed of Eq. (13) for the 
angular motion of the central spacecraft and the 𝑝 equations of out of plane angular motion for each tether given by Eq. (16) and the analogous in 
plane angular motion 𝑝 equations dfined by Eq. (15). This system is dependent of the minimum set of 1 + 2𝑝 generalized coordinates given by 𝜙, 
𝛾𝛾𝛾𝑝×1 and 𝛽𝛽𝛽𝑝×1.

Furthermore, it’s worth noting the interdependence between the dynamics of the central vehicle and the tethers, as well as the coupling of the 
dynamics of the movements outside the spinning plane, dfined by 𝛾𝑗 , 𝑉 𝑗 and inside it, and linked to 𝛽𝑗 , 𝜙, and 𝑀𝑐 . In this latter case, it is evident 
that the significant difference between the available control actions, limited solely to 𝑀𝑐 , and the large number of states 𝛽𝑗 (for 𝑗 = 1,… , 𝑝) plus 
𝜙, results in a very limited direct control capability. Consequently, more complex voltage modulations 𝑉 𝑗 are required to act on the tether’s states 
associated with the motion in the spin plane. However, it’s observed that these cross-effects are weighted by functions of sin(𝛾𝑗 ), diminishing their 
ifluence as the coning angle decreases.

Through manipulations, the nonlinear second-order ODE system, dfined by Eq. (13), Eq. (15) and Eq. (16), can be expressed in the compact 
form

𝐌′(𝐪) ̈𝐪 = 𝐟 ′(𝐪̇,𝐪,𝐮), (17)

Aerospace Science and Technology 158 (2025) 109949 

7 



G. Pacheco-Ramos, R. Vazquez and D. Garcia-Vallejo 

where the vector of normalized generalized coordinates is 𝐪 =
[
𝜙 𝛾𝛾𝛾⊤ 𝛽𝛽𝛽⊤

]⊤
, the vector of normalized controls is given by 𝐮 =

[
𝑀𝑐 𝐕

⊤
]⊤

and 𝐌(𝐪)′ represents the mass matrix of the system. Furthermore, the first order representation of the ODE system can be achieved by defining 

𝐱 =
[
𝐪̇⊤ 𝐪⊤

]⊤
=
[
̇
𝜙 𝛾̇𝛾𝛾

⊤ ̇
𝛽𝛽𝛽
⊤

𝜙 𝛾𝛾𝛾⊤ 𝛽𝛽𝛽⊤

]⊤
and can be written as

𝐱̇ =𝐌(𝐱)−1 𝐟(𝐱,𝐮), (18)

where

𝐌(𝐱) =
[
𝐌(𝐱)′ 𝟎
𝟎 𝐈

]
, 𝐟(𝐱,𝐮) =

[
𝐟 ′(𝐱,𝐮)⊤ ̇

𝜙 𝛾̇𝛾𝛾
⊤ ̇

𝛽𝛽𝛽
⊤
]⊤

. (19)

3. Problem formulation

This section presents the formulation of the stable transition problem between two operational steady-state conditions of an E-sail. Firstly, the 
steady-state concept is dfined, and a brief overview is provided of how different cofiguration parameters and operating regimes characterize this 
steady-state condition. Secondly, the transition between two different steady-states is studied considering two phases: the maneuver planning phase, 
where the open-loop control law is computed to execute the optimal transition, and the tracking phase, in which the feedback control law is obtained 
to minimize the actual deviations of the system from the optimal planned trajectory previously established.

Following this process, the formulation of the dynamic inversion problem is addressed in Sect. 3.2, i.e., the computation of control signals that 
enable the transition from an initial steady state 𝑠1 to a target state 𝑠2. This is approached from the perspective of an optimal control problem, 
which is discretized to yield a Nonlinear Programming (NLP) problem. The control law obtained from it is called the open-loop optimal control 
law, and the corresponding evolution of variables is called the optimal reference trajectory. Note that the optimal transition is computed under 
nominal solar wind conditions. Due to factors such as discretization during the inversion phase or variability in solar wind magnitudes, applying 
the open-loop control law will not result in perfect tracking of the optimal reference trajectory. Hence, a closed-loop control strategy is required to 
enhance tracking, as discussed in Sect. 3.3. This closed-loop control law is computed using the MPC scheme, which shares the same optimal control 
problem framework used in inversion but resorts to solving a sequence of such problems where the cost function is formulated precisely based on the 
deviation from the optimal reference trajectory under realistic fluctuation of solar wind magnitudes. Further details regarding the presented aspects 
are provided in the following sections.

3.1. Steady operation

In this section, the concept of steady-state operation is dfined. Additionally the impact of the main E-sail cofiguration parameters and operation 
regime in the steady-state condition is provided. The results presented in this section differs of those in [67] by the fact of not considering auxiliary 
tethers.

The steady operation condition of an E-sail is dfined by the following conditions. Null angular accelerations, 𝛾𝛾𝛾𝑠 =
̈
𝛽𝛽𝛽𝑠 = 𝟎 and ̈𝜙𝑠 = 0. Null tether 

angular velocities, 𝛾̇𝛾𝛾𝑠 =
̇
𝛽𝛽𝛽𝑠 = 𝟎, and central spacecraft angular velocity equal to the nominal value ̇𝜙𝑠 =

̇
𝜙0. Null lagging angle, 𝛽𝑗 = 𝟎, and uniform 

coning angle, 𝛾𝑗 = 𝛾𝑠, for all the tethers. And constant linear acceleration of the E-sail 𝑟̈𝑠. The application of previous conditions into Eq. (12) to (15) 
allows for obtaining the equilibrium controls, 𝑀𝑐 = 0 and given an acceleration 𝑟̈𝑠, the values of 𝑉 𝑠 and 𝛾𝑠 are the solution of the following system 
of algebraic equations:

𝑟̈𝑠 − 𝑝 𝑓𝑉0
𝑓𝑤 𝑉 𝑠 cos2(𝛾𝑠) = 0(

𝐽 𝑡+𝑢 sin(2 𝛾𝑠) +𝑚𝑡+𝑢 sin(𝛾𝑠)
)

̇
𝜙
2
𝑠
+

𝑟̈𝑠 𝑚𝑡+𝑢 cos(𝛾𝑠)

𝑅𝑟

−
𝑓𝑉0

𝑓𝑤 𝑉 𝑠 cos(𝛾𝑠)

𝑅𝑟

= 0
(20)

Solving for 𝑟̈𝑠 from the first expression and substituting it into the second one, the following equation can be obtained, which allows for calculating 
𝛾𝑠 given the operating condition and the parameters of the E-sail:(

𝐽 𝑡+𝑢 sin(2 𝛾𝑠) +𝑚𝑡+𝑢 sin(𝛾𝑠)
)

̇
𝜙
2
𝑠
+

(
𝑝 𝑚𝑡+𝑢 cos2(𝛾𝑠) − 1

)
𝑅𝑟

𝑓𝑉0
𝑓𝑤 𝑉 𝑠 cos(𝛾𝑠) = 0 (21)

The equation involves variables of various orders of magnitude. Assuming average solar wind conditions 𝑓𝑤 = 1.00, the consideration of the baseline 
cofiguration detailed in Table 1 allows to establish that 𝐽 𝑡+𝑢 and 𝑚𝑡+𝑢 are of order 10 and 10−3, respectively, 𝑅𝑟 is typically of order 10−4 and 𝑓𝑉0

is 

of order 10−3. Given that 𝛾𝑠 is of order 10−2, the term 
(
𝑚𝑡+𝑢 sin(𝛾𝑠)

)
can be disregarded with respect to (

(
𝐽 𝑡+𝑢 sin(2 𝛾𝑠)

)
. Similarly, 

(
𝑝 𝑚𝑡+𝑢 cos2(𝛾𝑠)

)
can be neglected compared to 1, and considering small angles approximation for 𝛾𝑠 , the Eq. (21) can be simplfied to:

𝐽 𝑡+𝑢 2 𝛾𝑠
̇
𝜙
2
𝑠
≈

𝑓𝑉0
𝑉 𝑠

𝑅𝑟

, (22)

leading to the following approximated expression of the equilibrium coning angle

𝛾𝑠 ≈
𝑓𝑉0

𝑉 𝑠

2 𝑅𝑟 𝐽 𝑡+𝑢
̇
𝜙
2
𝑠

. (23)

The evolution of the solution of Eq. (20) for different variations in the main parameters of the E-sail relative to the baseline cofiguration is analyzed 
and depicted in Fig. 4, illustrating the impact on the equilibrium coning angle 𝛾𝑠 and the propulsive force generated, 𝐹𝑠 = 𝑟̈𝑠 𝑚𝑒, during steady-state 
operation. The observed trends and evolutions in 𝛾𝑠 can be straightforwardly justfied based on the approximate expression provided in Eq. (23). 

Aerospace Science and Technology 158 (2025) 109949 

8 



G. Pacheco-Ramos, R. Vazquez and D. Garcia-Vallejo 

Fig. 4. Description of the influence on the equilibrium coning angle 𝛾𝑠 and the generated propulsive force 𝐹𝑠 for the baseline E-sail configuration. 

In Fig. 4 (a), a linear and increasing evolution of both magnitudes with voltage is observed. It is noted how the equilibrium angle remains within 
an acceptably reduced range for the studied voltage range, corresponding to voltages between 0 and 60 kV. Regarding the effect of cable length 
𝐿𝑡, Fig. 4 (b) shows how, beyond a minimum length, the evolution between equilibrium angle and length is linear, resulting in a slight reduction 
in the required angle. This modfication is due to the increase in the dimensionless moment of inertia of the tether relative to the anchor point 
𝐽 𝑡+𝑢. Additionally, the observation of the results for the generated propulsive force shown in Fig. 4 (b) also demonstrates a linear and sustained 
growth with cable length. Regarding the effect of angular velocity, unlike the previously discussed parameters and consistent with the approximate 
expression given by Eq. (23), it has a non-linear impact with an asymptotic trend for both the equilibrium angle 𝛾𝑠 and the value of the generated 
propulsive force 𝐹𝑠, as observed Fig. 4 (c). Finally, regarding the impact of the mass of the remote unit 𝑚𝑢 , given the low linear density of the tethers 
and their relatively light mass (approximately 100 grams for the baseline cofiguration), the mass of the remote unit significantly contributes to the 
moment of inertia 𝐽 𝑡+𝑢 of the tether plus remote unit assembly (98% for the baseline cofiguration). Therefore, any increase/decrease in its mass 
leads to a notable increase/reduction in the moment of inertia, respectively. This phenomenon justfies the hyperbolic evolution observed for 𝛾𝑠 and 
𝐹𝑠 in Fig. 4 (d). 

3.2. Transition maneuver optimal planning

In this section, the formulation of the inversion problem to compute the control law enabling a stable transition between the initial and target 
steady-states is introduced. The method considered for the inversion of the non-linear E-sail dynamical model established in Sect. 2, is based on an 
optimal control approach and employs a direct transcription method to solve the optimal control problem (OCP) formulated [68]. This approach 
offers the advantage of not requiring the derivation of internal dynamic equations and can be applied to multibody dynamics formulations in DAE 
form, which are widely used in the MBS field for defining complex multibody models that may include both rigid and flexible elements [9].

Given an E-sail in an initial steady-state, dfined according to Sect. 3.1 and denoted as 𝑠1, with the objective of evolving towards a target steady

state dfined as 𝑠2, the stable transition maneuver between the two states, 𝑡12 , is dfined as the process that adjusts the states values from their initial 
to target values while keeping them within bounded ranges throughout the maneuver, as described in Fig. 5. Initially, there is a stage of duration 
𝑡𝑠1

, where the E-sail starts from the steady-state 𝑠1 , characterized by an angular velocity ̇𝜙𝑠1
= ̇

𝜙0 and a constant and uniform coning angle 𝛾𝑠1
associated with a voltage modulation 𝑉 𝑠1

. This is followed by the transition stage of duration 𝑡𝑚, during which the system evolves within dfined 
bounds. The maneuver concludes with a final stage of duration 𝑡𝑠2 , where the E-sail reaches the target steady-state 𝑠2, characterized by the same 

angular velocity ̇𝜙𝑠2
= ̇
𝜙0 and a constant and uniform coning angle 𝛾𝑠2 associated with a voltage modulation 𝑉 𝑠2

. It is important to note that, in 
order to keep the state evolution bounded throughout the transition, a reference trajectory must be established. This trajectory is represented in 
Fig. 5 as the steady-state values connected by a ramp, but it will be described in more detail later in Sect. 3.2.2. 

The control inputs considered to achieve this transition are: the central vehicle control moment 𝑀𝑐 and the variation of Coulomb forces associated 
with voltage modulation 𝐕. This approach results in an under-actuated system where the number of controls 1 + 𝑝 is lower than to the number 
of generalized coordinates, given by 𝜙, 𝛾𝛾𝛾 and 𝛽𝛽𝛽. Additionally, for the computation of the optimal planning, a constant solar wind is assumed, 
characterized by average conditions such as a density 𝑛𝑤0 and velocity 𝑢𝑤0, in accordance with Sect. 2.2.1.
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Fig. 5. Description of optimal control problem for the optimal planning of the transition of an E-sail between the initial steady-state 𝑠1 to the target steady-state 𝑠2 .

3.2.1. The optimization problem

Given the dynamics of the system, dfined by a system of nonlinear differential equations as described in Eqs. (18), the objective of optimal 
control is to compute the evolution of control magnitudes between initial time 𝑡𝑖 and final time 𝑡𝑓 , minimizing a cost function of the form

𝒥 =

𝑡𝑓

∫
𝑡0

ℒ
(
𝐱(𝑡),𝐮

(
𝑡
))

𝑑𝑡+ℰ
(
𝐱
(
𝑡𝑓
)
,𝐮

(
𝑡𝑓
))

, (24)

where ℒ represent the Lagrange term of the cost function dfined during the interval [𝑡𝑖, 𝑡𝑓 ] and ℰ is the Mayer term, which is function of the 
terminal states. This minimization is subjected to a set of constraints, which in this case are considered to be equality constraints and may have 
different origins. These constraints may be associated with the system’s own dynamic equations, compliance with permissible ranges of values for 
states and controls, or tracking a certain trajectory for some states. In a compact form, these constraints can be written as

𝐜
(
𝐱(𝑡),𝐮(𝑡)

)
= 𝟎. (25)

Among all the alternatives for solving optimization problems: dynamic programming [69], indirect methods [70], and direct methods [71,72], this 
work opts for the latter. Specifically, a direct transcription method is chosen, allowing the problem to be rewritten in discrete form, resulting in an 
NLP, described in Fig. 5, where both the states and control signals are computed simultaneously in order to optimize the cost function and satisfy the 
constraints. Considering that the time interval between 𝑡𝑖 and 𝑡𝑓 is divided into 𝑁 discretization points, defining 𝑁 −1 subintervals of dimensionless 
duration ℎ = (𝑡𝑓 − 𝑡𝑖)∕(𝑁 − 1). The vector of design variables of the optimization problem can be established as

𝐗 =
(
𝐱1;𝐮1;…;𝐱𝑘;𝐮𝑘;… ;𝐱𝑁 ;𝐮𝑁

)
, (26)

being 𝐱𝑘 and 𝐮𝑘 the vectors of system states and controls at the 𝑘 − th discretization point, respectively. Additionally, in order to ensure proper 
conditioning of the optimization problem, normalization of design variables and constraint functions is conducted by establishing normalization 
factors for each of the states and equations. Thus, considering the typical orders of magnitude of the states in position and velocity, as well as the 
controls and constraints, normalization factor vectors are dfined as

𝐟𝑥 =
[
𝑓𝜙̇ 𝐟⊤

𝛾̇
𝐟⊤
𝛽̇

𝑓𝜙 𝐟⊤
𝛾

𝐟⊤
𝛽

]
, 𝐟𝑢 =

[
𝑓𝑀𝑐

𝐟𝑉
]
, 𝐟𝑥̇ =

[
𝑓𝜙̈ 𝐟𝛾̈ 𝐟𝛽 𝑓𝜙̇ 𝐟𝛾̇ 𝐟𝛽̇

]
, (27)

being 𝑓𝑦 the normalization factor associated to the state or control 𝑦.

3.2.2. Objective function

The following discrete objective function is established containing terms associated with the states 𝐱𝑘 =
[
𝐪̇⊤
𝑘

𝐪⊤
𝑘

]⊤
, as well as the controls 𝐮𝑘, 

in terms of normalized variables:

𝒥𝑑 =
𝑁−1∑
𝑘=1 

ℎ
(
𝐱̂⊤
𝑘
𝚲𝑘𝐱̂𝑘 + 𝐮̂⊤

𝑘
𝚺𝑘𝐮̂𝑘

)
+ 𝐱̂⊤

𝑁
𝚲𝑁 𝐱̂𝑁 + 𝐮̂⊤

𝑁
𝚺𝑁 𝐮̂𝑁, (28)

where the variables ̂ represent the normalized error of the magnitudes with respect to the reference values. In this way, normalized error on the 
system states is established as

𝐱̂𝑘 =
(
𝐱𝑘 − 𝐱𝑟

𝑘

)
⊘ 𝐟𝑥, (29)

and the normalized error on control inputs as

𝐮̂𝑘 =
(
𝐮𝑘 − 𝐮𝑟

𝑘

)
⊘ 𝐟𝑢. (30)

Equations in which, ⊘ represents the Hadamard division, also known as element-wise division dfined for two vectors of 𝑛 components as: a⊘ b =(
𝑎1∕𝑏1, 𝑎2∕𝑏2, ...𝑎𝑛∕𝑏𝑛

)
.

The state and control references are dfined as a function of the time instant associated with point 𝑘, for 𝑘 = 1, ...,𝑁 , being established depending 
on whether the time instant belongs to the initial steady-state, 𝑠1, the transient or maneuvering interval, 𝑡12, or the target steady-state 𝑠2. In this 
way, the references are dfined as
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𝐱𝑟
𝑘
=

⎧⎪⎪⎪⎨⎪⎪⎪⎩

[
̇
𝜙0 𝟎⊤ 𝟎⊤ ̇

𝜙0𝑡𝑘 𝛾𝛾𝛾⊤
𝑠1

𝟎⊤
]⊤

[
̇
𝜙0 𝟎⊤ 𝟎⊤ ̇

𝜙0𝑡𝑘 𝛾𝛾𝛾⊤
𝑠1
+

(
𝑡𝑘−𝑡𝑠1

)(
𝛾𝛾𝛾⊤𝑠2

−𝛾𝛾𝛾⊤𝑠1

)
𝑡𝑚

𝟎⊤
]⊤

[
̇
𝜙0 𝟎⊤ 𝟎⊤ ̇

𝜙0𝑡𝑘 𝛾𝛾𝛾⊤
𝑠2

𝟎⊤
]⊤

if 𝑡𝑘 ≤ 𝑡𝑠1

if 𝑡𝑠1 < 𝑡𝑘 ≤ 𝑡𝑠1
+ 𝑡𝑚

if 𝑡𝑠1 + 𝑡𝑚 < 𝑡𝑘 ≤ 𝑡𝑠1
+ 𝑡𝑚 + 𝑡𝑠2

𝐮𝑟
𝑘
=

⎧⎪⎪⎪⎨⎪⎪⎪⎩

[
0 𝐕

⊤

𝑠1

]⊤
[
0 𝐕

⊤

𝑠1
+

(
𝑡𝑘−𝑡𝑠1

)(
𝐕
⊤

𝑠2
−𝐕

⊤

𝑠1

)
𝑡𝑚

]⊤
[
0 𝐕

⊤

𝑠2

]⊤
if 𝑡𝑘 ≤ 𝑡𝑠1

if 𝑡𝑠1 < 𝑡𝑘 ≤ 𝑡𝑠1
+ 𝑡𝑚

if 𝑡𝑠1 + 𝑡𝑚 < 𝑡𝑘 ≤ 𝑡𝑠1
+ 𝑡𝑚 + 𝑡𝑠2

(31)

where 𝑡𝑘 = (𝑘−1) ℎ. Furthermore, the weighting matrices of the objective function, which have a diagonal structure, are dfined as 𝚲𝑗 = diag(𝐯𝚲𝑗 ) and 

𝚺𝑗 = diag(𝐯𝚺𝑗 ), for 𝑗 = 𝑠1, 𝑡12, 𝑠2, where the weight vectors are given by 𝐯𝚲 =
[
Λ𝜙̇ 𝚲⊤

𝛾̇
𝚲⊤

𝛽̇
Λ𝜙 𝚲⊤

𝛾
𝚲⊤

𝛽

]⊤
for the states and their derivatives, 

and by 𝐯𝚺=
[
Σ𝑀𝑐

𝚺⊤
𝑉

]⊤
for the controls.

3.2.3. Constraints functions

The optimal control perspective considered in this work for the dynamic inversion problem, allows the straightforward consideration of the 
constraints associated to: the integration method, the permissible ranges for states and control values or the application of boundary conditions, 
between others. In this application, the constraints 𝐜𝑑𝑘 , which enforce compliance with the system’s dynamic equations, and the boundary condition 
constraints at the initial point 𝐜𝑏1 , are treated as optimization constraints. Meanwhile, the permissible ranges for states and controls are used to limit 

the search domain. Therefore, the vector of normalized optimization constraints is dfined as 𝐜̂ =
[
𝐜̂⊤
𝑑1

𝐜̂⊤
𝑑2

... 𝐜̂⊤
𝑑𝑁−1

𝐜̂⊤
𝑏1

]⊤
.

The constraints 𝐜𝑑𝑘 , given by the integration scheme and dfined in this case by a fourth-order Runge-Kutta algorithm, establish 1+2𝑝 nonlinear 
equations at 𝑁 − 1 instants, resulting in (1 + 2𝑝)(𝑁 − 1) equations, given by:

𝐜𝑑𝑘 = 𝐱𝑘+1 − 𝐱𝑘 −
ℎ

6 
(𝐤1 + 2𝐤2 + 2𝐤3 + 𝐤4) (32)

for 𝑘 = 1, ..,𝑁 − 1, where according to the selected scheme and Eq (18):

𝐤1 =𝐌−1𝐟(𝐱𝑘,𝐮𝑘),

𝐤2 =𝐌−1𝐟(𝐱𝑘 + ℎ𝐤1∕2, (𝐮𝑘+1 + 𝐮𝑘)∕2,

𝐤3 =𝐌−1𝐟(𝐱𝑘 + ℎ𝐤2∕2, (𝐮𝑘+1 + 𝐮𝑘)∕2,

𝐤4 =𝐌−1𝐟(𝐱𝑘 + ℎ𝐤3,𝐮𝑘+1).

(33)

And at each instant, the normalized constraints associated with the integrator are established as:

𝐜̂𝑑𝑘 = 𝐜𝑑𝑘 ⊘ 𝐟𝑥̇. (34)

In addition to the previous constraints, the constraints associated with imposing boundary conditions at the initial instant, impose 1 + 2 𝑝 additional 
constraints and are also dfined in a normalized manner as:

𝐜̂𝑏1 = 𝐜𝑏1 ⊘
[
𝐟𝐱
𝐟𝐮

]
, (35)

where ⊘ represents the Hadamard division and 𝐜𝑏1 =
[(

𝐱1 − 𝐱𝑖
)⊤ (

𝐮1 − 𝐮𝑖
)⊤ ]⊤

, being 𝐱𝑖 and 𝐮𝑖 the initial conditions for states and controls.

Finally the upper and lower bounds of the design variables are established by the definition of the normalized upper and lower values for the 
design variables. The upper and lower bounds 𝐯𝑙𝑏𝑘 and 𝐯𝑢𝑏𝑘 for the design variables are considered identical for all time instants and are dfined for 
𝑘 = 1, ...,𝑁 by:

𝐯𝑙𝑏𝑘 =
[
𝑙𝑏𝜙̇ 𝐥𝐛𝛾̇𝟏⊤𝑝×1 𝐥𝐛⊤

𝛽̇
𝑙𝑏𝜙 𝐥𝐛⊤

𝛾
𝐥𝐛⊤

𝛽
𝑙𝑏𝑀𝑐

𝐥𝐛⊤
𝑉

]⊤
⊘

[
𝐟⊤𝐱 𝐟⊤𝐮

]⊤
,

𝐯𝑢𝑏𝑘 =
[
𝑢𝑏𝜙̇ 𝐮𝐛⊤

𝛾̇
𝐮𝐛⊤

𝛽̇
𝑢𝑏𝜙 𝐮𝐛⊤

𝛾
𝐮𝐛⊤

𝛽
𝑢𝑏𝑀𝑐

𝐮𝐛⊤
𝑉

]⊤
⊘

[
𝐟⊤𝐱 𝐟⊤𝐮

]⊤
.

(36)

3.2.4. Initial iterant and resolution

The initial iterate supplied consists of the initial reference values for the states, their derivatives, and the controls established in Eqs. (31).

The solution obtained for the OCP, 𝐗
𝑝

is referred to as optimal planning, from which the optimal trajectory for the states, 𝐱𝑝(𝑡𝑘), and the open-loop 
optimal control law, 𝐮𝑝(𝑡𝑘), can be extracted at the discretization points for 𝑘 = 1, ...,𝑁 .

3.3. Transition tracking MPC control

In this section, the tracking problem of an E-sail during the execution of the optimal transition maneuver between two equilibrium states, as 
described in Sect. 3.2, is analyzed. The application of an open-loop optimal control law, in the presence of disturbances and uncertainties, does not 
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Fig. 6. Description of Model Predictive Control application for E-sail transition tracking. 

guarantee that the system precisely follows the planned trajectory, thus requiring feedback to ensure accurate tracking of the optimal trajectory. 
Given that this is a theoretical study, there is no distinction between a dynamic model used for prediction and a real system from which to obtain 
the trajectory. Instead, both are dynamic models that differ in the solar wind equivalent factor considered. For predictions, 𝐱, a constant solar wind 
factor equal to the one measured at the start of the prediction is used, while for trajectory calculation, 𝐱𝑡, the temporal evolution of the solar wind 
equivalent factor is considered, providing a more realistic representation of associated disturbances. This, along with the effects of the discretization 
used in solving the planning problem, necessitates the application of a feedback law to minimize deviations from the optimal trajectory. For this 
purpose, the use of MPC techniques is proposed. This approach involves solving successive optimal control problems, where, based on the states and 
the solar wind factor measured at a given instant, the control actions are recalculated using a system dynamics model to minimize the deviation of 
the predicted trajectory from the previously established optimal plan. This process is illustrated in Fig. 6 for the specific transition tracking scenario. 
Given the similarities with the planning formulation described in Sect. 3.2, this scheme shares the benfit of not requiring the derivation of internal 
dynamic equations and can be adapted for other more detailed formulations of E-sail multibody dynamics expressed in DAE form. Additionally, it is 
not restricted to differentially flat or minimum phase systems, but it is also suitable for non-minimum phase systems. In coherence with the optimal 
planning described in Sect. 3.2, only the variation of Coulomb forces due to voltage modulation 𝐕 and the central vehicle control moment 𝑀𝑐 are 
considered for actuation, resulting in an under-actuated system. 

3.3.1. The feedback problem statement

Considering the dynamic model established in Sect. 2, the problem of calculating a feedback control law that ensures the tracking of the optimal 
transition trajectory, as dfined in Sect. 3.2, is posed.

Considering a time instant 𝑡𝑗 at which the system states 𝐱𝑡(𝑡𝑗 ) are known, and assuming the evolution of the solar wind equivalent factor 𝑓𝑤(𝑡)
is also known, the trajectory followed by the E-sail states 𝐱𝑡

𝑗
(𝑡), can be calculated by considering a given control law 𝐮∗

𝑗
(𝑡) and the time evolution 

of the solar wind magnitudes. However, after a certain period, called the control horizon, at instant 𝑡𝑗+1 < 𝑡𝑓 , it is assumed that the solar wind 
factor 𝑓𝑤(𝑡𝑗+1) and the system states can be measured, and the difference between the measured state 𝐱𝑡

𝑗
(𝑡𝑗+1) and the state specfied by the optimal 

trajectory 𝐱𝑝(𝑡𝑗+1) can be calculated. Considering the following prediction period, starting at the instant of the new measurement 𝑡𝑗+1 and ending 
always at 𝑡𝑓 , a new control law 𝐮∗

𝑗+1(𝑡) can be computed under the assumption that the solar wind factor remains constant and equal to the last 
measurement. This feedback control law is optimal in the sense that, based on the predicted evolution of the system, it minimizes a cost function 
associated with the deviation of the system’s states from the optimal planned trajectory, 𝐱𝑝(𝑡), over the remaining transition time, which dfines 
the prediction horizon. This approach dfines the optimal control technique known as Model Predictive Control (MPC) [73]. Given that the final 
instant is fixed and considering that as time progresses, each new measurement is taken closer to the final instant, resulting in a progressively shorter 
prediction horizon, this approach is referred to as Shrinking Horizon Model Predictive Control (SHMPC).

Similarly to Sect. 3.2.2, the optimal control problem is stated as the minimization of the cost function established by,

𝒥𝑑 =
𝑁𝑝+1∑
𝑘=1 

ℎ

(
𝐱̂⊤
𝑘
𝚲𝑘𝐱̂𝑘 + 𝐮̂⊤

𝑘
𝚺𝑘𝐮̂𝑘 +Δ𝛾𝛾𝛾⊤

𝑘
𝚲Δ𝛾𝑘

Δ𝛾𝛾𝛾𝑘 +Δ𝛽̂𝛽𝛽⊤

𝑘
𝚲Δ𝛽𝑘

Δ𝛽̂𝛽𝛽𝑘

)
+ 𝐱̂⊤

𝑁
𝚲𝑁 𝐱̂𝑁 + 𝐮̂⊤

𝑁
𝚺𝑁 𝐮̂𝑁, (37)

evaluated between 𝑡𝑗+1 and 𝑡𝑓 , where the variables ̂ represent the normalized error of the magnitudes. In this way, normalized error on the system 
states with respect to the optimal planned transition as

𝐱̂𝑘 =
(
𝐱𝑘 − 𝐱𝑝

𝑘

)
⊘ 𝐟𝑥, (38)

and the normalized error on control inputs as

𝐮̂𝑘 =
(
𝐮𝑘 − 𝐮𝑝

𝑘

)
⊘ 𝐟𝑢. (39)

Moreover, the contributions associated with Δ𝛾𝛾𝛾𝑘 and Δ𝛽̂𝛽𝛽𝑘 include in the cost function the deviations of the angular positions of one tether relative to 
others, thus effectively addressing operation under non-homogeneous conditions. The vector of deviations for 𝛾 , with dimension (𝑝− 1)!, is dfined 
as:

Δ𝛾𝛾𝛾𝑘 =
[
(𝛾2 − 𝛾1) (𝛾3 − 𝛾1) ⋯ (𝛾𝑝−1 − 𝛾1) (𝛾𝑝 − 𝛾1) (𝛾3 − 𝛾2) ⋯ (𝛾𝑝 − 𝛾1) ⋯ (𝛾𝑝 − 𝛾𝑝−1)

]⊤ ∕𝑓𝛾 , (40)

and for 𝛽, it can be written as:

Δ𝛽̂𝛽𝛽𝑘 =
[
(𝛽2 − 𝛽1) (𝛽3 − 𝛽1) ⋯ (𝛽𝑝−1 − 𝛽1) (𝛽𝑝 − 𝛽1) (𝛽3 − 𝛽2) ⋯ (𝛽𝑝 − 𝛽1) ⋯ (𝛽𝑝 − 𝛽𝑝−1)

]⊤ ∕𝑓𝛽 , (41)
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In addition, the compliance with the constraints dfined by the equations associated with the time integration scheme, described in Sect. 3.2.3, 
must be ensured, and the initial boundary conditions given by the state measurements must be satified.

In regard to the OCP resolution, the approach proposed in Sect. 3.2 for the planning is also followed, where the successive optimization problems 
are discretized, resulting in a series of NLPs dfined as follows. Given the transition process of an E-sail between two steady states, an analysis period 
𝐻𝑜 is dfined between the initial time 𝑡𝑖 and final time 𝑡𝑓 . A time discretization ℎ is established, and the control horizon 𝑁𝑐 is set as the number 
of discretizations intervals of duration ℎ, that dfines the separation between state and solar wind parameter measurements (which are assumed to 
be synchronized) and during which the feedback control law obtained from the previous iteration will be applied. Thus, the duration of the control 
horizon will be 𝐻𝑐 =𝑁𝑐 ℎ, and assuming that ℎ is dfined such that 𝐻𝑜 is an integer multiple of 𝐻𝑐 , it can be calculated that 𝑁𝑜 =𝐻𝑜∕𝐻𝑐 feedback 
laws will be required. Each of these laws will be calculated at the instant 𝑡𝑗 , for 𝑗 = 1, ...,𝑁𝑜, and will be obtained as the one that minimizes the 
deviation from the planned optimal trajectory between the instant 𝑡𝑗 , when the states and solar wind are measured, and the instant 𝑡𝑓 , when the 
transition ends. The prediction horizon for the 𝑗-th optimization problem is dfined as having a duration given by 𝐻𝑝𝑗

=𝐻 −𝐻𝑐(𝑗 − 1) and the 
NLP to be solve has 𝑁𝑝𝑗

+ 1 discretization points, being 𝑁𝑝𝑗
=𝐻𝑝𝑗

∕ℎ. Taking all of the above into account, the establishment of the 𝑗-th optimal 
control problem considers a new discretization into 𝑁𝑝𝑗

subintervals, each with a duration ℎ, defining the instants 𝑡𝑗,𝑘, for 𝑘 = 1, ...,𝑁𝑝𝑗
+ 1, such 

that 𝑡𝑗,1 = 𝑡𝑗 and 𝑡𝑗,𝑁𝑝𝑗
+1 = 𝑡𝑓 . The design variable vector of the 𝑗-th OCP is dfined as

𝐗𝑗 =
(
𝐱𝑗,1;𝐮𝑗,1;…;𝐱𝑗,𝑘;𝐮𝑗,𝑘;… ;𝐱𝑗,𝑁𝑝𝑗

+1;𝐮𝑗,𝑁𝑝𝑗
+1

)
. (42)

Considering that 𝐗
0
𝑗

is the initial iterant for solving the 𝑗-th OCP and 𝐗
∗
𝑗

is its optimal solution, from which the optimal control law 𝐮∗
𝑗

can be 
extracted, and that 𝐱𝑡

𝑗
represents the trajectory followed by the system during the 𝑗-th control interval under the application of the optimal control 

law and the actual solar wind evolution given by 𝑓𝑤(𝑡), the RHMPC procedure proposed can be described as the repetition, for 𝑗 = 1,… ,𝑁𝑜, of the 
following steps:

1. At instant 𝑡𝑗 (noting that 𝑡𝑗 = 𝑡𝑗,1 = 𝑡𝑗−1,𝑁𝑐+1) establish the boundary conditions for the system states and controls as: 𝐱𝑖𝑗 = 𝐱𝑗−1(𝑡𝑗,1) and 
𝐮𝑖𝑗 = 𝐮∗

𝑗−1(𝑡𝑗,1), and measure the solar wind equivalent factor 𝑓𝑤𝑗
.

2. Compute the initial iterate 𝐗
0
𝑗

based on the time forward integration, between 𝑡𝑗 and 𝑡𝑓 (noting that 𝑡𝑓 = 𝑡𝑗,𝑁𝑝𝑗
+1), of the system dynamical 

equations given in Eq. (18), considering the boundary conditions 𝐱𝑖𝑗 and the control law given by the linear interpolation of 𝐮∗
𝑗−1 and assuming 

a constant equivalent solar wind factor equal to 𝑓𝑤𝑗
.

3. Use 𝐗
0
𝑗

as initial iterate to solve the 𝑗-th OCP considering the cost function established in Eq. (37), based on the error of dimensionless states 
and controls in Eqs. (38) and (39) while enforcing the normalized dynamic constraints described in Eq. (34), the boundary conditions 𝐱𝑗,1 = 𝐱𝑖𝑗
and 𝐮𝑗,1 = 𝐮𝑖𝑗 , and assuming a constant equivalent solar wind factor equal to 𝑓𝑤𝑗

. This yields the design variables solution 𝐗
∗
𝑗
, from which a 

new optimal control law 𝐮∗
𝑗

and trajectory 𝐱∗
𝑗

dfined discretely at the instants 𝐭𝑗,𝑘 for 𝑘 = 1,… ,𝑁𝑝 + 1 can be extracted.

4. Calculate the system trajectory 𝐱𝑡
𝑗
(𝑡) from the time forward integration between 𝑡𝑗 = 𝑡𝑗,1 and 𝑡𝑗+1 = 𝑡𝑗,𝑁𝑐+1 of the system’s dynamic equations 

described in Eq. (18), considering the boundary conditions 𝐱𝑖𝑗 , the interpolation of the optimal control law 𝐮∗
𝑗

and the time evolution of the 
solar wind given by 𝑓𝑤(𝑡).

4. Numerical simulation

This section presents and discusses the results obtained for the resolution of the planning and tracking problems posed in Sect. 3.2 and Sect. 3.3, 
respectively.

For the simulations presented here, the cofiguration of the E-sail used corresponds to that described in Table 1 and includes four tethers. 
Regarding the duration of the transition phases described in Fig. 5, the intervals 𝑠1 and 𝑠2 are both set to 𝑡𝑠1 = 𝑡𝑠2

= 0.25. Given the nominal spin 
rate dfined in Table 1, this corresponds to approximately 392 seconds. Additionally, the initial voltage modulation, 𝑉 𝑠1

, is considered to be zero 
for all the tethers, although the procedure is applicable for different initial values. In Sect. 4.1 the results presented demonstrate the feasibility of 
performing the transition between two steady-states by controlling the evolution of the states solely through voltage modulation and central vehicle 
control. The impact of key parameters of the transition maneuver, the final voltage 𝑉 𝑠2

and the transition time 𝑡𝑚, on the optimal trajectory obtained 
is also presented. Additionally, the evolution of the maximum control requirements in relation to these parameters is provided. After analyzing the 
optimal planning, Sect. 4.2 presents the tracking results, demonstrating the effectiveness of MPC in this application and detailing the results for 
different planning scenarios. In addition to assess the validity of the proposed procedure under realistic solar wind fluctuations an non homogeneous 
tether cofigurations, the results of a Monte Carlo analysis are provided in which realistic solar wind fluctuations obtained from Enlil model [74] 
and random initial deviations of tethers positions respect to nominal steady-state are considered.

In relation to the resolution of the optimal control problems formulated in the previous sections, they are solved using the fmincon function in 
MATLAB R2023b, employing the interior point algorithm [75]. The functions for computing the nonlinear equality constraints and the objective 
function are provided to the algorithm, while the gradient of the objective and the Jacobian matrix of the constraint vector are not analytically 
provided but computed by the function itself using finite differences. As an example of the implementation’s performance, indicate that for the 
transition from 𝑉 𝑠1

= 0.0 to 𝑉 𝑠2
= 0.2 with 𝑡𝑚 = 1.0, the number of function calls required for the planning phase and for the first tracking iteration 

are 796282 and 76985, respectively, while the associated computing times are 952 and 480 seconds.

In order to systematically and clearly establish control objectives and representative initial perturbations, the acceptable errors for angular 
position and angular rates are established for control and planning problems. The values of the acceptable control errors are set based on reasonable 
deviations (2%) from the nominal values associated with the baseline. The acceptable position error is established as 2% of the equilibrium coning 
angle 𝛾𝑠, for a voltage modulation 𝑉 𝑠 = 1.0. Following the description in Sec. 3.1, it can be demonstrated that this is approximately equal to 0.5

Aerospace Science and Technology 158 (2025) 109949 

13 



G. Pacheco-Ramos, R. Vazquez and D. Garcia-Vallejo 

Table 2
Description of acceptable states errors.

Magnitude Angular Position Error 𝜖 [◦] Angular velocity Error 𝜖̇ [rad/s] 
Acceptable Control Error, 𝑒 ±1 ⋅ 10−2 ±8 ⋅ 10−5
Acceptable Planning Error, 𝑝 ±1 ⋅ 10−5 ±8 ⋅ 10−8

Table 3
Definition of lower and upper bounds for states and controls for the transi

tion between steady states with underactuation.

𝜙̇ 𝛾̇ 𝛽̇ 𝜙 𝛾 𝛽 𝑀𝑐 𝑉

𝑙𝑏 −101 −101 −101 −10−5 −10−5 −100 −10−5 −100
𝑢𝑏 101 101 101 103 100 100 2 ⋅ 100 100

Table 4
Definition of normalization factors considered for transition with underactuation.

Factor 𝑓𝜙̈ 𝑓𝛾̈ 𝑓𝛽 𝑓𝜙̇ 𝑓𝛾̇ 𝑓𝛽̇ 𝑓𝜙 𝑓𝛾 𝑓𝛽 𝑓𝑀𝑐
𝑓𝑉

Value 10−3 10−2 10−3 2𝜋 10−2 10−3 2𝜋 10−3 10−3 100 100

Table 5
Definition of the weight factor for the cost function during the transition be

tween steady states with underactuation.

Λ𝜙̇ Λ𝛾̇ Λ𝛽̇ Λ𝜙 Λ𝛾 Λ𝛽 Σ𝑀𝑐
Σ𝑉

i=s1, s2 1.00 1.00 1.00 1.00 100.00 100.00 50.00 10.00
i=t 0.00 0.00 0.00 0.00 0.00 0.00 1.00 1.00

degrees for the baseline cofiguration. Consequently, the acceptable angular position error is set to 𝜖𝑐 = 0.01◦. Similarly, the acceptable error in 
angular velocity is established as 2% of 𝜙̇0, which corresponds to 𝜖̇𝑐 = 8 ⋅ 10−5 rad∕s. It is important to emphasize that acceptable control errors 
considered should realistically rflect the errors associated with the measurement/estimation of the states using specific sensors. This estimation 
or measurement is necessary for calculating the feedback control law, and the errors are tied to the precision of the sensors used for the actual 
operation of the system. In this work, the acceptable control errors have been estimated and should be dfined in later stages based on the specific 
characteristics of the sensors available and selected for the E-sail. Although the present work is quite far from implementation, it is verfied that the 
established acceptable error values are consistent with the state-of-the-art in angular position sensors. For example, absolute rotary encoders such 
as the TONiC™ UHV REXM20 incremental encoder system, provided by Renishaw™, ensure accuracies of up to 1′′ and compatible with operation 
in vacuum conditions. However, another situation arises during the maneuvers planning, such as the transition between steady-states presented in 
Sect. 3.2. It is crucial to understand that the planning phase is purely conceptual, whereas the tracking phase is the one that will be executed, where 
the acceptable control errors with respect to the optimal trajectory obtained in the planning will apply. The optimal planning solution, obtained 
in this work through the resolution of a cost function minimization problem dfined in terms of the normalized state errors relative to a reference, 
must also satisfy acceptable error requirements. These planning errors should be significantly smaller than the control errors and are not limited by 
sensor precision since they are purely conceptual. Considering all the above, the Acceptable Planning Errors, 𝜖𝑝 and 𝜖̇𝑝, are set to be three orders of 
magnitude smaller than the previously established control errors. The acceptable control and planning errors established are summarized in Table 2.

To conclude the overall definition of the upper and lower bounds for the system states and controls are considered identical for all time instants 
being their dimensional values are dfined in Table 3.

4.1. Results for optimal transition planning

In this section, the results for the E-sail’s optimal transition planning between two equilibrium states are presented. The specific values and 
parameters used for the simulations carried out are described and subsequently, the obtained results are presented and discussed.

The normalization factors considered for the normalization of OCP are outlined in Table 4, while the weights for the cost function are tailored 
to the specfications provided in Table 5. These values have been selected to fufill the acceptable error requirements for planning, described in 
Table 2, considering the transition scenario dfined by 𝑉 𝑠1

= 0, 𝑉 𝑠2
= 0.2, and 𝑡𝑚 = 3.0. It is important to highlight that while all states are uniformly 

penalized during the steady-state phases 𝑠1 and 𝑠2, during the transition, only the control inputs contribute to the overall cost function. The obtained 
results for the optimal solution are represented together with the initial iterant and the allowable errors in Fig. 7, from which the achievement of the 
error objectives for the planning phase can be concluded. Additionally, regarding the additional adjustments for solving the optimization problem, 
the tolerance of the constraints is set to 10−6, the optimality tolerance of the cost function is set to 10−4, and the maximum number of iterations is 
set to 800. A discretization considering 30 points per revolution period is established, so for the case of 𝑡𝑠1 = 𝑡𝑠2

= 0.25 and 𝑡𝑚 = 1, the total time 
considered is 1.5 dimensionless periods, with 𝑁 = 45 and hence the number of design variables is 1035 and the number of nonlinear constraints is 
838. The results corresponding to a transition maneuver between the steady-states associated to modulations 𝑉 𝑠1

= 0.0 and 𝑉 𝑠2
= 0.5 for different 

transition times are presented in Fig. 8. Variations in maneuver time around 𝑡𝑚 = 3.0 are considered. It can be observed, first, how the evolutions 
of the coning angle 𝛾 , shown in Fig. 8(a), significantly differ from the initial reference trajectories described in Eq. (31), dfined by a ramp. Their 
evolution is mainly dfined by the voltage modulation described in Fig. 8(d), which, given the weights described in Table 5, aims to ensure the 
tracking of steady-state conditions during the initial 𝑠1 and final 𝑠2 periods. Notably, the variation in maneuver time does not seem to affect the 
maximum values of 𝑉 required to perform the optimal transition. Regarding the states that dfine the tether evolution in the plane, 𝛽, and the 
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Fig. 7. Initial iterant and optimal solution for underactuated transition between 𝑉 𝑠1
= 0.0 and 𝑉 𝑠2

= 0.2 steady states considering 𝑡𝑚 = 3.0. (For interpretation of the 
colors in the figure(s), the reader is referred to the web version of this article.)

main vehicle’s angular velocity, 𝜙̇, Figs. 8(b) and (c) respectively show a more noticeable impact of the maneuver time 𝑡𝑚. The oscillations of 𝜙̇
around the nominal angular velocity, as well as those of the 𝛽 angle relative to the radial direction, become more pronounced, in coherence with the 
greater control moment applied to the central vehicle. The results demonstrate the possibility of executing a transition maneuver between different 
steady-state points, which would be associated with different levels of thrust generated by the E-sail, while simultaneously controlling the relative 
angular positions of the tether with respect to the central vehicle, dfined by 𝛾 and 𝛽, and the central vehicle’s angular velocity. This indicates the 
control of an under-actuated system, as the use of 1 + 𝑝 controls allows for determining the evolution of 1 + 2𝑝 states. Accepting the limitations of 
the model and the operational situation considered, this suggests the suitability of the proposed method for more detailed E-sail models with fewer 
simplifying assumptions.

Additionally, in Fig. 9 the impact of the change on the voltage modulation during the transition maneuver is studied. The evolution of states and 
controls for underactuated transition between an initial steady-state associated to 𝑉 𝑠1

= 0.0 to different final steady-state given by 𝑉 𝑠2
are depicted. 
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Fig. 8. Evolution of states and controls for underactuated transition between 𝑉 𝑠1
= 0.0 and 𝑉 𝑠2

= 0.5 steady states for different normalized transition times 𝑡𝑚. 

Results are provided for transition times 𝑡𝑚 = 1.0, 2.0, and 3.0, corresponding to durations of 1570, 3141, and 4712 seconds, respectively. First of all 
it should be observed that not all the transitions are possible for reduced transition intervals. For 𝑡𝑚 = 1.0 only transitioning from null voltage to 0.2 is 
possible. The possibility of transitioning to greater target voltage modulations is increased when a transition time equal to 2.0 is considered, but the 
direct transition to 1.0 remains unreachable. For a 𝑡𝑚 = 3.0, the full range of studied target voltage modulations given by 𝑉 𝑠2

= 0.2, 0.4, 0.6, 0.8 and 
1.0 can be attained. In Fig. 9(d)-(e), the controls required to perform the maneuver between an initial state given by 𝑉 𝑠1

= 0.0 to a final value 𝑉 𝑠2

for different values of the latter are shown. It is remarkable the increase on the required control moment to reach a certain 𝑉 𝑠2
with the reduction 

of 𝑡𝑚. Fig. 9(a)-(c) represent the evolution of the most representative states of the system. Results in Fig. 9(b) and (c) reveal a logical increase of the 
maximum perturbation in the angular spin and lagging angle, respectively, as the maneuver time is reduced.

Regarding the control requirements and their evolution, it can be observed in Fig. 9(d) that, first, given the chosen weights for the cost function, 
the evolution of the adimensional tethers’ voltage 𝑉 𝑗 remains very close to the imposed ramp reference evolution, and in any case, a relatively 
smooth evolution is observed, except for the peak that appears during the transition to the arrival steady-state for some cases, which is attributed 
to the discretization considered. Similarly, for both the control moment 𝑀𝑐 , described in Fig. 9(e), the necessary evolution is very close to a sine 
signal, whose amplitude increase with the value of 𝑉 𝑠2

and the reduction of the maneuver time. This behavior can be clearly observed in Fig. 10(a), 
which shows the maximum control torque requirements 𝑀𝑐𝑚𝑎𝑥

for 𝑡𝑚 = 2.0 and 3.0. The marked impact observed suggests that the selected time for 
executing these maneuvers has a direct and significant impact on the choice of actuators needed to meet the control power requirements associated 
with these maneuvers. 

4.2. Results for trajectory tracking

In this section, the results for the tracking of the optimal solution for the transition of an E-sail between two equilibrium states are presented. 
To validate the effectiveness of the proposed MPC against uncertainties in the solar wind evolution and representative random errors in the initial 
conditions, an analysis using the Monte Carlo method is presented. The behavior of the controlled system during the tracking of the optimal trajectory 
is evaluated by considering temporal evolutions of the solar wind at different distances from the Sun and angular positions in the plane of the ecliptic, 
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Fig. 9. Evolution of states and controls for underactuated transition between 𝑉 𝑠1
= 0.0 and 𝑉 𝑠2

steady-states. Transition times 𝑡𝑚 = 1.0 (dot), 2.0 (dash) and 3.0 (solid)
are considered.

Fig. 10. Evolution of maximum normalized control moment 𝑀𝑐𝑚𝑎𝑥
for E-sail transition starting at 𝑉 𝑠1

= 0.0. 

obtained from Enlil, and expressed in terms of the equivalent solar wind factor 𝑓𝑤 , dfined in Eq. (6). Additionally, the initial conditions contain, 
exclusively for angular position coordinates 𝛾𝑗 and 𝛽𝑗 , random deviations from the nominal steady states, following a normal distribution with a 
mean of zero and a standard deviation twice the acceptable errors dfined in Table 2.

As stated in Sect. 3.3, where the tracking problem using a SHMPC approach is introduced, the problem is solved using normalized constraint 
equations and design variables. The normalization factors for this objective are presented in Table 6. Similarly, the weights for the cost function are 
tailored according to the specfications provided in Table 7. Regarding the definition of the weights for the tracking phase compared to those for 
planning, shown in Table 5, it is worth highlighting the dominance of the weights associated with eliminating tether deviations, ΛΔ𝛾 and ΛΔ𝛽 , over 
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Table 6
Definition of normalization factors considered for SHMPC resolution.

Factor 𝑓𝜙̈ 𝑓𝛾̈ 𝑓𝛽 𝑓𝜙̇ 𝑓𝛾̇ 𝑓𝛽̇ 𝑓𝜙 𝑓𝛾 𝑓𝛽 𝑓𝑀𝑐
𝑓𝑉

Value 10−3 10−2 10−3 2𝜋 10−2 10−2 2𝜋 10−3 10−3 10−1 10−1

Table 7
Definition of the weight factor for the cost function for SHMPC resolution.

Λ𝜙̇ Λ𝛾̇ Λ𝛽̇ Λ𝜙 Λ𝛾 Λ𝛽 ΛΔ𝛾 ΛΔ𝛽 Σ𝑀𝑐
Σ𝑉

𝑘 = 1, ...,𝑁𝑝 + 1 1.00 0.01 0.01 1.00 50.00 50.00 70.00 2000.00 1.00 1.00

Fig. 11. Evolution of states and controls for optimal transition planning and system evolution under the open-loop control (OLC) law. The transition is dfined 
between 𝑉 𝑠1

= 0.0 and 𝑉 𝑠2
= 0.2 for a transition time 𝑡𝑚 = 1.0.

those associated with angular positions, Λ𝛾 and Λ𝛽 . Additionally, it should be noted that the weights for the controls, Σ𝑀𝑐
and Σ𝑉 , are substantially 

reduced, given that the objective in this phase is to ensure optimal trajectory tracking.

Finally, regarding additional adjustments for solving the optimization problem, the tolerance of the constraints is set to 10−6 , the optimality 
tolerance of the cost function is set to 10−4 , and the maximum number of iterations is set to 200. The MPC parameters considered are selected as 
a reasonable trade-off between accuracy and computational performance being ℎ = 0.02 and the control horizon 𝑁𝑐 set to five. This selection is 
based on the system’s natural frequencies and the results of a sensitivity analysis assessing the impact of ℎ and 𝑁𝑐 . The details of these analyses 
have not been included here for brevity. For the initial prediction horizon, which is the longest one and has a duration of 𝐻𝑝 = 1.5, the number of 
discretization points is 𝑁𝑝 + 1 =𝐻𝑝∕ℎ + 1 = 76. Hence, the maximum number of design variables for the OCP is computed as 1748. With regards 
to the time integration of the system dynamics, the ode45 function in MATLAB R2023b is used. The RelTol and AbsTol parameters are both set to 
10−10, a choice verfied to ensure convergence.

In the results presented in Fig. 11, the state and control evolutions are shown for the transition between 𝑉 𝑠1
= 0.0 to 𝑉 𝑠2

= 0.2 for a transition 
time 𝑡𝑚 = 1.0. The optimal planning solution presented in Sect. 4.1 is represented together with the system’s evolution under the application of 
the open-loop optimal control law associated with the planning. For this result, average solar wind magnitudes and null initial deviation on tether 
positions are considered. It is important to note that the open-loop optimal control law uses linear interpolation to obtain the control law outside 
the discrete points where the planning problem’s solution is obtained. This fact, among others, justfies the error in following the planned trajectory 
when applying the open-loop optimal control law for the transition problem, which is notably observed in Figs. 11(b) and (c). In the Fig. 12, the 
results provided for the same transition but applying the feedback law to the system and considering the initial deviation on tethers position and solar 
wind fluctuation, demonstrate the effectiveness of the RHMPC approach for effectively tracking the planned optimal trajectory. The state evolutions 
are represented alongside their corresponding admissible control errors. As shown in Figs. 12(a)-(d), it can be observed that the deviations in all the 
velocities and the angular position of the central vehicle remain within the imposed limits throughout the entire transition. In addition, with regard 
to the coning and lagging angles shown in Figs. 12(f) and (e), initial non-uniform deviations in the positions of the tethers can be seen. The voltage 
modulation displayed in Fig. 12(h), which is different for each tether, combined with the application of control moment described in Fig. 12(g), 
enables the system to reach the target steady-state conditions while satisfying the established control errors for all the tethers. This is achieved even in 
the presence of solar wind fluctuations, as shown in Fig. 12(i). Finally, in Fig. 13, the results of a Monte Carlo analysis are presented for the transition 
between 𝑉 𝑠1

= 0.0 to 𝑉 𝑠2
= 0.2 for a 𝑡𝑚 = 1.0, considering 200 cases of non-homogeneous initial deviations in the angular positions of the tethers 

and solar wind fluctuations obtained for Enlil [74] and represented in Fig. 13(i). The representation of the average values and standard deviations 
demonstrates the effectiveness of the proposed Receding Horizon Model Predictive Control (RHMPC) for executing the transition maneuver. The 
RHMPC successfully achieves the target steady-state while meeting acceptable error limits, and it effectively reduces the initial deviations in 𝛾 , as 
shown in Fig. 13(e). In the case of deviations in 𝛽 between tethers, as depicted in Fig. 13(f), the procedure is somewhat less efficient, though it still 
maintains deviations within acceptable error bounds. Table 8 presents, the mean values 𝑚𝑥 and standard deviations 𝜎𝑥 for the coning angles 𝑥 = 𝛾

and lagging angles 𝑥 = 𝛽 at the initial and final moments of the transition. The results are provided in degrees. It can be observed that the mean of 
the coning angle shifts from being close to zero to a value closer to 𝛾𝑠2 ≈ 0.1, which according to Fig. 4(a) corresponds to the coning angle associated 
to the steady state operation for 𝑉 𝑠2

= 0.2. Additionally, the standard deviation 𝜎𝛾 decreases, which quantitatively demonstrates the effectiveness of 
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Fig. 12. Evolution of states and controls for underactuated tracking of optimal transition between an steady-states associated to 𝑉 𝑠1
= 0.0 and 𝑉 𝑠2

= 0.2 for a 
transition time 𝑡𝑚 = 1.0.

Table 8
Summary of MC results for SHMPC for E-sail op

timal transition between an steady-state 𝑉 𝑠1
= 0.0

to 𝑉 𝑠2
= 0.2 for a transition time 𝑡𝑚 = 1.0.

𝑡 𝛾 𝛽

𝑚𝛾 − 𝛾𝑠2 [
◦] 𝜎𝛾 [◦] 𝑚𝛽 [◦] 𝜎𝛽 [◦]

𝑡𝑖 0.0003 0.0107 0.00004 0.0116 
𝑡𝑓 0.0003 0.0005 -0.0001 0.0097 

the proposed control procedure. On the other hand, an analysis of the mean and standard deviation of the lagging angle 𝛽 cofirms a more moderate 
reduction in the standard deviation but a slight worsening of the mean, which is ideally zero degrees at both the initial and final moments. 

5. Conclusions and future works

Under the described hypotheses and assumptions, this article validates the feasibility of executing stable transitions between two steady-state 
conditions of an E-sail, using only voltage modulation and control torque applied to the central vehicle. This result suggests the potential for 
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Fig. 13. Results of Monte Carlo analysis for under-actuated tracking of optimal transition between an steady-state 𝑉 𝑠1
= 0.0 to 𝑉 𝑠2

= 0.2 for a transition time 𝑡𝑚 = 1.0. 
Realistic solar pressure and random deviations on initial conditions have been considered for 200 scenarios. The evolution of mean and standard deviation of the 
states and controls is provided.

controlling an E-sail without secondary tethers, modeled from a multibody perspective and without applying forces to remote units. This approach 
would significantly simplify the system architecture and further emphasize its propellantless nature.

Regarding transition planning, this study demonstrates the effectiveness of formulating the inversion problem as an optimal control problem 
using a simplfied model described by Ordinary Differential Equations (ODEs). The calculated control requirements for executing optimal transitions 
between steady states reveal the ifluence of maneuver duration and voltage increment, with shorter transition times and larger voltage changes 
leading to higher control demands. For a transition period of 𝑡𝑚 = 1.0, convergence was achieved only for a moderate voltage increment, up to 
𝑉 𝑠2

= 0.2. However, extending the transition time to 𝑡𝑚 = 2.0 and 3.0 allowed for larger transitions, reaching 𝑉 𝑠2
= 0.8 and 𝑉 𝑠2

= 1.0, respectively. 
These results provide valuable insights for sizing the control system’s capabilities and defining the operational envelope.

In addition, a Monte Carlo analysis cofirms that tracking the reference trajectory is feasible under the assumptions of the simplfied model, even 
in the presence of realistic solar wind perturbations and non-homogeneous initial deviations in the tether positions, using a nonlinear shrinking MPC 
scheme. The proposed inversion and tracking methods provide satisfactory results in both phases, enabling efficient planning and precise tracking. 
Furthermore, given their flexibility, ease of implementation in more detailed models—including those formulated as DAEs—and their capacity to 
handle uncertainties and perturbations, the findings of this study encourage the application of these methodologies to more detailed E-sail models, 
particularly those incorporating flexible elements, and to more general operating scenarios.

In future works, the extension of the findings of this research should be addressed. First, while control strategies have been studied under 
zero sailing angle conditions, future research should investigate the application of these methods for non-zero sailing angles, as indicated by existing 
trajectory planning studies. Additionally, stable transitions between operations at different sailing angles should be explored. Robust control strategies 
must be developed to ensure system stability and performance under uncertainties in solar wind parameters and external disturbances. The Monte 
Carlo method used in this research for robustness evaluation should be expanded by incorporating more advanced robust control schemes. Finally, 
although this work has primarily focused on control strategies, the state estimation problem requires further investigation. Integrating state estimation 
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into control assessments would provide a more comprehensive evaluation of system performance, beyond the current approach based on admissible 
measurement errors.
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Appendix A. Formulation of simplfied model

This annex describes the detailed description of the calculation of the kinetic energy of the E-sail.

A.1. Kinetic energy

Given the expression for the kinetic energy of the system in Eq. (2), the kinetic energy of the central body, considering the linear and angular 
terms is

𝑇𝑟 =
1
2
𝑚𝑟𝑟̇

2 + 1
2
𝐼𝑟𝜙̇

2, (43)

being 𝑚𝑟 the mass of the central vehicle and 𝐼𝑟 its moment of inertia around the 𝑋𝐵 axis. The contribution of the tether 𝑗, can be expressed as the 
integral of the contribution of the local velocity as

𝑇𝑡𝑗
=

𝐿𝑡

∫
0 

1
2
𝜌𝑡𝐴𝑡

(
𝐫̇𝐼
𝑥𝐼

)⊤ 𝐫̇𝐼
𝑥𝐼
dx, (44)

where 𝐴𝑡 is the cross section area of the tether, 𝜌𝑡 its mass density and 𝐫̇𝐼
𝑥𝐼

represents the absolute velocity of a point 𝑥 of the tether, expressed on 
the inertial coordinate system. The expression for the relative velocity of a point on the tether with respect to the origin of the 𝐺 system, expressed 
in the 𝐺 system, is dfined as

𝑑𝐫𝑥𝑠
𝑑𝑡 

)𝐺

𝐺

= 𝐶𝐺
𝑁

(
𝜔𝜔𝜔𝑁∕𝐺

)× 𝐫𝑥𝐺, (45)

where ()× represents the matrix expression of the cross product, 𝐶𝑠
𝑡

represents the rotation matrix from frame 𝑁 to 𝐺, which is a function of the 
coning angle 𝛾 as

𝐶𝐺
𝑁
=
⎡⎢⎢⎣
cos (𝛾) sin (𝛾) 0
−sin (𝛾) cos (𝛾) 0

0 0 1

⎤⎥⎥⎦ (46)

𝜔𝜔𝜔𝑁∕𝐺 is the angular velocity of frame 𝑁 with respect to 𝐺, expressed in 𝑁 , and is equal to 𝜔𝜔𝜔𝑁∕𝐺 =
[
0 0 −𝛾̇

]⊤
. Finally, 𝐫𝑥𝐺 represents the position 

of a point on the tether with respect to the origin of frame 𝐺, expressed in frame 𝑁 , being 𝐫𝑥𝐺 =
[
0 𝑥 0

]⊤
.

The expression of the velocity of a point of the tether respect to 𝑍 , expressed in 𝑍 frame, is given by

𝑑𝐫𝑥𝑍
𝑑𝑡 

)𝑍

𝑍

= 𝐶𝑍
𝐺

𝑑𝐫𝑥𝐺
𝑑𝑡 

)𝐺

𝐺

+𝐶𝑍
𝐺

(
𝜔𝜔𝜔𝐺

𝐺∕𝑍

)×
𝐶𝐺
𝑁
𝐫⊤
𝑥𝐺

, (47)

where the fact that the origins of the reference frames 𝐺 and 𝑧 coincide has been considered. The angular velocity and transformation matrix are 
dfined as 𝜔𝜔𝜔𝑠

𝐺∕𝑍 =
[
𝛽̇ 0 0

]⊤
and

𝐶𝑍
𝐺
=
⎡⎢⎢⎣
1 0 0
0 cos (𝛽) −sin (𝛽)
0 sin (𝛽) cos (𝛽)

⎤⎥⎥⎦ , (48)
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respectively, being 𝛽 the lagging angle. Similarly, the velocity respect to the body frame, is calculated as

𝑑𝐫𝑥𝐵
𝑑𝑡 

)𝐵

𝐵

= 𝐶𝐵
𝑍

𝑑𝐫𝑥𝑍
𝑑𝑡 

)𝑍

𝑍

, (49)

where the fact that the angle 𝜁 is constant has been considered, and the transformation matrix 𝐶𝐵
𝑍

is dfined as

𝐶𝐵
𝑍
=
⎡⎢⎢⎣
1 0 0
0 cos (𝜁) −sin (𝜁)
0 sin (𝜁) cos (𝜁)

⎤⎥⎥⎦ . (50)

To conclude the angular velocity composition, the velocity of a tether point respect to the origin of 𝑅 frame is given by

𝑑𝐫𝑥𝑅
𝑑𝑡 

)𝑅

𝑅

= 𝐶𝑅
𝐵

𝑑𝐫𝑥𝐵
𝑑𝑡 

)𝐵

𝐵

+𝐶𝑅
𝐵

(
𝜔𝜔𝜔𝐵

𝐵∕𝑅

)×
𝐫𝐵
𝑥𝐵

, (51)

where the position of the point respect to 𝐵 expressed in 𝐵 is given by

𝐫𝐵
𝑥𝐵

= 𝐶𝐵
𝑍

(
𝐫𝑍
𝑍𝐵

+𝐶𝑍
𝑠
𝐶𝑠
𝑡
𝐫⊤
𝑥𝑠

)
, (52)

being 𝐫𝑍
𝑍𝐵

=
[
0 𝑅𝑟 0

]⊤
, and 𝐶𝑅

𝐵

𝐶𝑅
𝐵
=
⎡⎢⎢⎣
1 0 0
0 cos (𝜙) −sin (𝜙)
0 sin (𝜙) cos (𝜙)

⎤⎥⎥⎦ , (53)

where 𝜙 is the angular position of the 𝑌𝐵 axis respect to 𝑌𝑅. Finally, the total velocity respect to the inertial frame 𝐻 is computed by adding the 

velocity of the main vehicle along 𝑋𝐻 , dfined as 𝑑𝐫𝑅𝐻

𝑑𝑡 
)𝐻

𝐻
=
[
𝑟̇ 0 0

]⊤
, resulting in

𝑑𝐫𝑥𝐻
𝑑𝑡 

)𝐻

𝐻

=
𝑑𝐫𝑥𝑅
𝑑𝑡 

)𝑅

𝑅

+
𝑑𝐫𝑅𝐻

𝑑𝑡 

)𝐻

𝐻

, (54)

here, it has been considered the fact that frames 𝑅 and 𝐻 are parallel, leading to 𝑑𝐫𝑥𝑅
𝑑𝑡 

)𝐻

𝐻
= 𝑑𝐫𝑥𝑅

𝑑𝑡 
)𝑅

𝑅
.

Taking into account the formulation details provided in Eq. (45) to (54) and integrating Eq. (44), the kinetic energy of the 𝑗-th tether can be 
expressed in terms of the generalized coordinates and its time derivatives as

𝑇𝑡𝑗
=
⎛⎜⎜⎝
𝑚𝑡 𝑅𝑟

2

2 
+

𝐿𝑡 𝑚𝑡 cos
(
𝛽𝑗
)
𝑅𝑟 cos

(
𝛾𝑗
)

2 
+

𝐽𝑡 cos
(
𝛾𝑗
)2

2 

⎞⎟⎟⎠ 𝜙̇2 +
𝐽𝑡

2 
𝛾𝑗

2

+
𝐽𝑡 cos

(
𝛾𝑗
)2

2 
𝛽𝑗

2 +
𝑚𝑡 𝑟̇

2

2 
+

𝐿𝑡 𝑚𝑡 𝛾𝑗 𝑟̇ cos
(
𝛾𝑗
)

2 

+

(
𝐽𝑡 cos

(
𝛾𝑗
)2 + 𝐿𝑡 𝑚𝑡 𝑅𝑟 cos

(
𝛽𝑗
)
cos

(
𝛾𝑗
)

2 

)
𝛽𝑗 𝜙̇−

𝐿𝑡 𝑚𝑡 𝑅𝑟 𝛾𝑗 𝜙̇ sin
(
𝛽𝑗
)
sin

(
𝛾𝑗
)

2 
,

(55)

where 𝐽𝑡 = 1∕3 𝑚𝑡 𝐿
2
𝑡
. In regards to the kinetic energy of the remote units, it is computed similarly to the calculation dfined for the tethers. The 

particularization of Eq. (44) for point masses of value 𝑚𝑢 located at the tip of the tethers (𝑥 =𝐿) leads to

𝑇𝑢𝑗
=
⎛⎜⎜⎝
𝑚𝑢 𝑅𝑟

2

2 
+𝐿𝑡 𝑚𝑢 cos

(
𝛽𝑗
)
𝑅𝑟 cos

(
𝛾𝑗
)
+

𝐼𝑢 cos
(
𝛾𝑗
)2

2 

⎞⎟⎟⎠ 𝜙̇2 +
𝐼𝑢

2 
𝛾𝑗

2

+
𝐼𝑢 cos

(
𝛾𝑗
)2

2 
𝛽𝑗

2 +
𝑚𝑢 𝑟̇

2

2 
+𝐿𝑡 𝑚𝑢 𝛾𝑗 𝑟̇ cos

(
𝛾𝑗
)
−𝐿𝑡 𝑚𝑢 𝑅𝑟 𝛾𝑗 𝜙̇ sin

(
𝛽𝑗
)
sin

(
𝛾𝑗
)

+
(
𝐼𝑢 cos

(
𝛾𝑗
)2 +𝐿𝑡 𝑚𝑢 𝑅𝑟 cos

(
𝛽𝑗
)
cos

(
𝛾𝑗
))

𝛽𝑗 𝜙̇,

(56)

where 𝐼𝑢 =𝑚𝑢 𝐿
2
𝑡

represents the remote mass inertia respect to the anchor point.

The application of velocity composition recursively allows for the calculation of the absolute velocity of each point on the tether, as described 
below.

Data availability

Data will be made available on request.
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