LOCAL EXPONENTIAL $H^2$ STABILIZATION OF A $2 \times 2$ QUASILINEAR HYPERBOLIC SYSTEM USING BACKSTEPPING*
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Abstract. In this work, we consider the problem of boundary stabilization for a quasilinear $2 \times 2$ system of first-order hyperbolic PDEs. We design a new full-state feedback control law, with actuation on only one end of the domain, which achieves $H^2$ exponential stability of the closed-loop system. Our proof uses a backstepping transformation to find new variables for which a strict Lyapunov function can be constructed. The kernels of the transformation are found to verify a Goursat-type $4 \times 4$ system of first-order hyperbolic PDEs, whose well-posedness is shown using the method of characteristics and successive approximations. Once the kernels are computed, the stabilizing feedback law can be explicitly constructed from them.
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1. Introduction. In this paper we are concerned with the problem of boundary stabilization for a $2 \times 2$ system of first-order hyperbolic quasi-linear PDEs, with actuation at only one of the boundaries. The quasi-linear case is of interest since many relevant physical systems are described by $2 \times 2$ systems of first-order hyperbolic quasi-linear PDEs, such as open channels [9, 14, 15, 16], transmission lines [4], gas flow pipelines [12], or road traffic models [10].

This problem has been considered in the past for $2 \times 2$ systems [11] and even $n \times n$ systems [22], using the explicit evolution of the Riemann invariants along the characteristics. More recently, an approach using control Lyapunov functions has been developed for $2 \times 2$ systems [2] and $n \times n$ systems [3]. These results use only static output feedback (the output being the value of the state on the boundaries). However, they do not deal with the same class of systems considered in this work (which includes an extra term in the equations); with this term, it has been shown in [1] that there are examples (even for linear $2 \times 2$ system) for which there are no control Lyapunov functions of the “diagonal” form $\int_0^1 z(x,t)^T Q(x) z(x,t) dx$ (see the next section for notation) which would allow the computation of a static output feedback law to stabilize the system, even if feedback is allowed on both sides of the boundary.
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Several other authors have also studied this problem. For instance, the linear case has been analyzed in [35] (using a Lyapunov approach) and in [23] (using a spectral approach). The nonlinear case has been considered by [6] and [13] using a Lyapunov approach, and in [24, 25, 9] using a Riemann invariants approach.

The basis of our design is the backstepping method [18]; initially developed for parabolic equations [27], it has been used for first-order hyperbolic equations [21], delay systems [19], second-order hyperbolic equations [28], fluid flows [31], nonlinear PDEs [32], and even PDE adaptive designs [29]. The method allows us to design a full-state feedback law (with actuation on only one end of the domain) making the closed-loop system locally exponentially stable in the $H^2$ sense. The gains of the feedback law are the solution of a $4 \times 4$ system of first-order hyperbolic linear PDEs, whose well-posedness is shown. The proof of stability is based on [3]; we construct a strict Lyapunov function, locally equivalent to the $H^2$ norm, and written in coordinates defined by the (invertible) backstepping transformation.

The paper is organized as follows. In section 2 we formulate the problem. In section 3 we consider the linear case and formulate a backstepping design that globally stabilizes the system in the $L^2$ sense. In section 4 we present our main result, which shows that the linear design locally stabilizes the nonlinear system in the $H^2$ sense. The proof of this result is given in section 5. We finish in section 6 with some concluding remarks. We also include an appendix with the proof of well-posedness of the kernel equations, and some technical lemmas.

2. Problem statement. Consider the system

\begin{equation}
\dot{z} + \Lambda(z, x) z + f(z, x) = 0, \quad x \in [0, 1], \ t \in [0, +\infty),
\end{equation}

where $z : [0, 1] \times [0, \infty) \to \mathbb{R}^2$, $\Lambda : \mathbb{R}^2 \times [0, 1] \to \mathcal{M}_{2, 2}(\mathbb{R})$, $f : \mathbb{R}^2 \times [0, 1] \to \mathbb{R}^2$, with $\mathcal{M}_{2, 2}(\mathbb{R})$ denoting the set of $2 \times 2$ real matrices. We assume that $\Lambda(z, x)$ is twice continuously differentiable with respect to $z$ and $x$, and we assume that (possibly after an appropriate state transformation) $\Lambda(0, x)$ is a diagonal matrix with nonzero eigenvalues $\Lambda_1(x)$ and $\Lambda_2(x)$ which are, respectively, positive and negative, i.e.,

\begin{equation}
\Lambda(0, x) = \text{diag}(\Lambda_1(x), \Lambda_2(x)), \quad \Lambda_1(x) > 0, \Lambda_2(x) < 0,
\end{equation}

where $\text{diag}(\Lambda_1, \Lambda_2)$ denotes the diagonal matrix with $\Lambda_1$ in the first position of the diagonal and $\Lambda_2$ in the second.

We also assume that $f(0, x) = 0$, implying that there is an equilibrium at the origin, and that $f$ is twice continuously differentiable with respect to $z$. Denote

\begin{equation}
\frac{\partial f}{\partial z}(0, x) = \begin{bmatrix} f_{11}(x) & f_{12}(x) \\ f_{21}(x) & f_{22}(x) \end{bmatrix},
\end{equation}

and assume that $f_{ij} \in \mathcal{C}^1([0, 1])$.

Denoting $z = [z_1 \ z_2]^T$, we study classical solutions of the system under the following boundary conditions

\begin{equation}
z_1(0, t) = G_0(z_2(0, t)), \quad z_2(1, t) = U(t), \quad t \in [0, +\infty)
\end{equation}

which are consistent (see [26]) with the signs of (2.2), at least for small values of $z$. We assume that $G_0(x)$ is twice differentiable and vanishes at the origin. In (2.4), $U(t)$ is the actuation variable, and our task is to find a feedback law for $U(t)$ to make the origin of system (2.1), (2.4) locally exponentially stable.
Remark 1. The case with \( f = 0 \) in (2.1) was addressed in [2] and [3] by using control Lyapunov functions to design a static output feedback law; this approach has been shown to fail in [1] for some cases with \( f \neq 0 \), at least for a “diagonal” Lyapunov function of the form \( \int_0^1 z^T(x, t)Q(x)z(x, t)dx \).

3. Stabilization of \( 2 \times 2 \) hyperbolic linear systems. Next, we present a new design, based on the backstepping method, to stabilize a \( 2 \times 2 \) hyperbolic linear system; this procedure will be used later to locally stabilize system (2.1), (2.4).

Consider the system

\[
\begin{align*}
\dot{w} &= \Sigma(x)w_x + C(x)w, \quad x \in [0, 1], \ t \in [0, +\infty),
\end{align*}
\]

where \( w : [0, 1] \times [0, \infty) \to \mathbb{R}^2 \), \( \Sigma, C : [0, 1] \to \mathcal{M}_{2,2}(\mathbb{R}) \), where the matrices \( \Sigma \) and \( C \) are, respectively, diagonal and antidiagonal, as follows:

\[
\begin{align*}
\Sigma(x) &= \begin{pmatrix} -\epsilon_1(x) & 0 \\ 0 & \epsilon_2(x) \end{pmatrix}, \\
C(x) &= \begin{pmatrix} 0 & \epsilon_1(x) \\ \epsilon_2(x) & 0 \end{pmatrix},
\end{align*}
\]

where \( \epsilon_1(x), \epsilon_2(x) \) are \( C([0, 1]) \) functions and \( \epsilon_1(x), \epsilon_2(x) \) are \( C^1([0, 1]) \) functions, verifying that \( \epsilon_1(x), \epsilon_2(x) > 0 \), and with boundary conditions

\[
\begin{align*}
u(0, t) &= q \beta(0, t), \\
v(1, t) &= U(t),
\end{align*}
\]

where \( q \in \mathbb{R} \) and the components of \( w \) are \( w = [u \ v]^T \). Our objective is to design a full-state feedback control law for \( U(t) \) to ensure that the closed-loop system is globally asymptotically stable in the \( L^2 \) norm, which is defined as \( \|w(\cdot, t)\|_{L^2} = \sqrt{\int_0^1 (u^2(\xi, t) + v^2(\xi, t)) d\xi} \). There are two cases, depending on whether \( q \) in (3.3) is nonzero or \( q = 0 \). We first analyze the first case, thus assuming \( q \neq 0 \).

3.1. Target system and backstepping transformation. Our approach to designing \( U(t) \), following the backstepping method, is to seek a mapping that transforms \( w \) into a target variable \( \gamma \) with asymptotically stable dynamics as follows:

\[
\gamma_t = \Sigma(x)\gamma_x,
\]

with boundary conditions

\[
\begin{align*}
\alpha(0, t) &= q \beta(0, t), \\
\beta(1, t) &= 0,
\end{align*}
\]

where the components of \( \gamma \) are denoted as

\[
\gamma(x, t) = [\alpha(x, t) \ \beta(x, t)]^T.
\]

System (3.4), (3.5) verifies the properties expressed in the following proposition.

**Proposition 3.1.** Consider system (3.4), (3.5) with initial condition \( \gamma_0 \in L^2([0, 1]) \). Then, for every \( \lambda > 0 \), there exists \( c > 0 \) such that

\[
\|\gamma(\cdot, t)\|_{L^2} \leq c e^{-\lambda t} \|\gamma_0\|_{L^2}.
\]

In fact, the equilibrium \( \gamma \equiv 0 \) is reached in finite time \( t = t_F \), where \( t_F \) is given by

\[
t_F = \int_0^1 \left( \frac{1}{\epsilon_1(\xi)} + \frac{1}{\epsilon_2(\xi)} \right) d\xi.
\]
Proof. Define

\begin{equation}
D(x) = \begin{bmatrix}
\frac{Ae^{-\mu}}{\tau_1(x)} & 0 \\
0 & B e^{\mu} x_r(x)
\end{bmatrix},
\end{equation}

where \(A, B, \mu > 0\) will be computed later. Select

\begin{equation}
V_1 = \int_0^1 \gamma^T(x, t) D(x) \gamma(x, t) \, dx.
\end{equation}

Notice that \(\sqrt{V_1}\) defines a norm equivalent to \(\|\gamma(.), t\|_{L^2}\). Computing the derivative of \(V_1\) and integrating by parts, we obtain

\begin{equation}
\dot{V}_1 = -\int_0^1 \gamma^T(x, t) (D(x) \Sigma(x))_x \gamma(x, t) \, dx + [\gamma^T(x, t) D(x) \Sigma(x) \gamma(x, t)]_0^1,
\end{equation}

where we have used that \(\Sigma(x)\) and \(D(x)\) commute. Since

\begin{equation}
(D(x) \Sigma(x))_x = \mu \begin{bmatrix}
Ae^{-\mu} x_r & 0 \\
0 & B e^{\mu}
\end{bmatrix} > 0,
\end{equation}

and, on the other hand,

\begin{equation}
[\gamma^T(x, t) D(x) \Sigma(x) \gamma(x, t)]_0^1 = -A \alpha^2(1, t) e^{-\mu} - (B - q^2 A) \beta^2(0, t),
\end{equation}

by choosing \(B = q^2 A + \lambda_2, A = \lambda_2 e^\mu\), and \(\mu = \lambda_1 \bar{\epsilon}\), where \(\bar{\epsilon} = \max_{x \in [0, 1]} \left\{ \frac{1}{\tau_1(x)}, \frac{1}{\tau_2(x)} \right\}\),
we get that \((D(x) \Sigma(x))_x \geq \lambda_1 D(x)\), therefore

\begin{equation}
\dot{V}_1 \leq -\lambda_1 V_1 - \lambda_2 (\alpha^2(1, t) + \beta^2(0, t)),
\end{equation}

where \(\lambda_1, \lambda_2 > 0\) can be chosen as large as desired. This shows exponential stability of the origin for the \(\gamma\) system.

To show finite-time convergence to the origin, one can find the explicit solution of (3.4) as follows. Define first

\begin{equation}
\phi_1(x) = \int_0^x \frac{1}{\epsilon_1(\xi)} \, d\xi, \quad \phi_2(x) = \int_0^x \frac{1}{\epsilon_2(\xi)} \, d\xi,
\end{equation}

noting that they are monotonically increasing functions of \(x\), and thus invertible. Note that the components of \(\gamma\) verify the differential equations

\begin{align}
\alpha_t &= -\epsilon_1(x) \alpha_x, \\
\beta_t &= \epsilon_2(x) \beta_x,
\end{align}

which can be rewritten as follows:

\begin{align}
\frac{\partial}{\partial t} \alpha(\phi_1^{-1}(x, t)) + \frac{\partial}{\partial x} \alpha(\phi_1^{-1}(x, t)) &= 0, \\
\frac{\partial}{\partial t} \beta(\phi_2^{-1}(x, t)) - \frac{\partial}{\partial x} \beta(\phi_2^{-1}(x, t)) &= 0.
\end{align}

The solution of these equations is \(\alpha(x, t) = F_\alpha(\phi_1(x) - t)\) and \(\beta(x, t) = F_\beta(\phi_2(x) + t)\),
where \(F_\alpha\) and \(F_\beta\) are arbitrary functions. Now, if \(\alpha_0(x)\), \(\beta_0(x)\) are the initial condition
for the states, one obtains $F_\alpha(x) = \alpha_0(\phi_1^{-1}(x))$ (valid for $0 < x < \phi_1(1)$) and $F_\beta(x) = \beta_0(\phi_2^{-1}(x))$ (valid for $0 < x < \phi_2(1)$). Using the boundary conditions (3.5) one finds the remaining values of $F_\alpha$ and $F_\beta$, and thus the solution of the system, as follows:

$\alpha(x, t) = \begin{cases} \alpha_0(\phi_1^{-1}(x) - t) & t \leq \phi_1(x), \\ q\beta(0, t - \phi_1(x)) & t \geq \phi_1(x), \end{cases}$

$\beta(x, t) = \begin{cases} \beta_0(\phi_2^{-1}(x) + t) & t \leq \phi_2(1) - \phi_2(x), \\ 0 & t \geq \phi_2(1) - \phi_2(x), \end{cases}$

Thus, after $t = t_F$, where

$$t_F = \phi_1(1) + \phi_2(1) = \int_0^1 \left( \frac{1}{\epsilon_1(\xi)} + \frac{1}{\epsilon_2(\xi)} \right) d\xi,$$

one has that $\alpha \equiv \beta \equiv 0$. \qed

### 3.2. Backstepping transformation and kernel equations.

To map the original system (3.1) into the target system (3.4), we use the following transformation:

$$\gamma = w - \int_0^x K(x, \xi)w(\xi, t)d\xi,$$

where

$$K(x, \xi) = \begin{pmatrix} K^{uu}(x, \xi) & K^{uv}(x, \xi) \\ K^{vu}(x, \xi) & K^{vv}(x, \xi) \end{pmatrix}$$

is a matrix of kernels. Defining

$$Q_0 = \begin{pmatrix} 0 & q \\ 0 & 1 \end{pmatrix}, \quad q_1 = \begin{pmatrix} 0 \\ 1 \end{pmatrix},$$

the original and target boundary conditions (respectively, (3.3) and (3.5)) can be written compactly (omitting dependences in $x$ and $t$) as

$$w(0, t) = Q_0w(0, t), \quad q_1^T w(1, t) = U, \quad \gamma(0, t) = Q_0\gamma(0, t), \quad q_1^T \gamma(1, t) = 0.$$

Introducing (3.23) into (3.4), applying (3.1), integrating by parts and using the boundary conditions, we obtain that the original system (3.1) is mapped into the target system (3.4) if and only if one has the following three matrix equations:

$$0 = C(x) + \Sigma(x)K(x, x) - K(x, x)\Sigma(x),$$

$$0 = \Sigma(x)K_x(x, \xi) + K_\xi(x, \xi)\Sigma(\xi) + K(x, \xi)\Sigma'(\xi) - K(x, \xi)C(\xi),$$

$$0 = K(x, 0)\Sigma(0)Q_0.$$

Expanding (3.27), we get the following kernel equations:

$$\epsilon_1(x)K^{uu}_x + \epsilon_1(\xi)K^{uv}_x = -\epsilon'_1(\xi)K^{uu} - c_2(\xi)K^{uv},$$

$$\epsilon_1(x)K^{uv}_x - \epsilon_2(\xi)K^{uv}_\xi = \epsilon'_2(\xi)K^{uu} - c_1(\xi)K^{uv},$$

$$\epsilon_2(x)K^{uv}_x - \epsilon_1(\xi)K^{uv}_\xi = \epsilon'_1(\xi)K^{uu} + c_2(\xi)K^{uv},$$

$$\epsilon_2(x)K^{uu}_x + \epsilon_2(\xi)K^{uv}_\xi = -\epsilon'_2(\xi)K^{uu} + c_1(\xi)K^{uv}.$$
with boundary conditions obtained from (3.28)-(3.29),

\begin{align}
K^{uu}(x, 0) &= \frac{e_2(0)}{q e_1(0)} K^{uv}(x, 0), \\
K^{uv}(x, x) &= \frac{e_1(x)}{e_1(x) + e_2(x)}, \\
K^{vu}(x, x) &= -\frac{e_2(x)}{e_1(x) + e_2(x)}, \\
K^{vv}(x, 0) &= \frac{q e_1(0)}{e_2(0)} K^{vu}(x, 0).
\end{align}

The equations evolve in the triangular domain \( T = \{(x, \xi) : 0 \leq \xi \leq x \leq 1\} \).
Notice that they can be written as two separate 2 \times 2 hyperbolic systems, one for \( K^{uu} \) and \( K^{uv} \) and another for \( K^{vu} \) and \( K^{vv} \).

By Theorem A.1 (see Appendix A), one finds that, for \( q \neq 0 \), under the assumption that \( c_1(x), c_2(x) \) are \( C([0, 1]) \), \( e_1(x), e_2(x) \) are \( C^1([0, 1]) \), and that \( e_1(x), e_2(x) > 0 \), there is a unique solution to (3.30)-(3.37), which is in \( C(T) \).

### 3.3. The inverse transformation.

To study the invertibility of transformation (3.23), we look for a transformation of the the target system (3.4) into the original system (3.1) as follows:

\[ w(x, t) = \gamma(x, t) + \int_0^x L(x, \xi) \gamma(\xi, t) d\xi, \]

where

\[ L(x, \xi) = \begin{pmatrix} L^{\alpha \alpha}(x, \xi) & L^{\alpha \beta}(x, \xi) \\ L^{\beta \alpha}(x, \xi) & L^{\beta \beta}(x, \xi) \end{pmatrix}. \]

Introducing (3.38) into (3.1), applying (3.4), integrating by parts, and using the boundary conditions, we obtain as before a set of kernel equations:

\begin{align}
\epsilon_1(x) L^{\alpha \alpha}_x + \epsilon_1(\xi) L^{\alpha \alpha}_\xi &= -\epsilon'_1(\xi) L^{\alpha \alpha} + c_1(x) L^{\beta \alpha}, \\
\epsilon_1(x) L^{\alpha \beta}_x - \epsilon_2(\xi) L^{\alpha \beta}_\xi &= \epsilon'_2(\xi) L^{\alpha \beta} + c_1(x) L^{\beta \beta}, \\
\epsilon_2(x) L^{\beta \alpha}_x - \epsilon_1(\xi) L^{\beta \alpha}_\xi &= \epsilon'_1(\xi) L^{\beta \alpha} - c_2(x) L^{\alpha \alpha}, \\
\epsilon_2(x) L^{\beta \beta}_x + \epsilon_2(\xi) L^{\beta \beta}_\xi &= -\epsilon'_2(\xi) L^{\beta \beta} - c_2(x) L^{\alpha \beta},
\end{align}

with boundary conditions

\begin{align}
L^{\alpha \alpha}(x, 0) &= \frac{e_2(0)}{q e_1(0)} L^{\alpha \alpha}(x, 0), \\
L^{\alpha \beta}(x, x) &= \frac{e_1(x)}{e_1(x) + e_2(x)}, \\
L^{\beta \alpha}(x, x) &= -\frac{e_2(x)}{e_1(x) + e_2(x)}, \\
L^{\beta \beta}(x, 0) &= \frac{q e_1(0)}{e_2(0)} L^{\beta \beta}(x, 0).
\end{align}

Again by Theorem A.1 (see Appendix A), one finds that there is a unique solution to these equations, which is \( C(T) \).
3.4. Control law and main result. From the transformation (3.23) evaluated at \( x = 1 \), one gets

\[
U = \int_0^1 K^{vu}(1, \xi) u(\xi, t) \, d\xi + \int_0^1 K^{vv}(1, \xi) v(\xi, t) \, d\xi.
\]

(3.48)

With control law (3.48) the following result holds.

**Theorem 3.2.** Consider system (3.1) with boundary conditions (3.3), control law (3.48), and initial condition \( w_0 \in L^2([0, 1]) \). Then, for every \( \lambda > 0 \), there exists \( c > 0 \) such that

\[
\|w(\cdot, t)\|_{L^2} \leq c e^{-\lambda t} \|w_0\|_{L^2}.
\]

(3.49)

In fact, the equilibrium \( w \equiv 0 \) is reached in finite time \( t = t_F \), where \( t_F \) is given by (3.8).

**Proof.** Since the transformation (3.23) is invertible, when applying control law (3.48) the dynamical behavior of (3.1) is the same as the behavior of (3.4), which is well-posed from standard results and whose explicit solution and stability properties we know from Proposition 3.1. Thus, we obtain the explicit solutions of \( w \) from the direct and inverse transformation, as follows:

\[
w(x, t) = \gamma^*(x, t) + \int_0^x L(x, \xi) \gamma^*(\xi, t) \, d\xi,
\]

(3.50)

where \( \gamma^*(x, t) \) is the explicit solution of the \( \alpha, \beta \) system, given by (3.20)–(3.21), with initial conditions:

\[
\gamma_0(x) = w_0(x) - \int_0^x K(x, \xi) w_0(\xi) \, d\xi.
\]

(3.51)

In particular, we know that \( \gamma \) goes to zero in finite time \( t = t_F \), therefore \( w \) also shares that property. Finally, since the origin of the \( \gamma \) system is \( L^2 \) exponentially stable with an arbitrary large exponential decay rate, we conclude, using the inverse transformation, that the origin of the \( w \) system is also \( L^2 \) exponentially stable with an arbitrary large exponential decay rate. Equation (3.49) follows by using the inverse and direct transformations to relate the \( L^2 \) norms of \( w \) and \( \gamma \) (using the fact that the kernels of the transformations are continuous, and thus bounded, functions).

\[
\square
\]

3.5. The case \( q = 0 \). If the coefficient \( q \) is zero in (3.3), the method presented in the paper is not valid since (3.34) would require the value of one of the control kernels to be infinity at the boundary of the domain \( \mathcal{T} \). Similarly, if the coefficient is close to zero, one still gets very large values for the kernels close to the boundary, resulting in potentially large control laws.

The method can be modified to accommodate zero or small values of \( q \) by setting a slightly different target system (3.16)–(3.17), as follows:

\[
\alpha_t = -\epsilon_1(x) \alpha_x + g(x) \beta(0, t),
\]

(3.52)

\[
\beta_t = \epsilon_2(x) \beta_x,
\]

(3.53)

where \( g(x) \) is to be obtained from the method; regardless of the value of \( g(x) \), this is a cascade system which is still \( L^2 \) exponentially stable and converges in finite time by
the same arguments of Proposition 3.1, since now, using the same Lyapunov function $V_1$ defined in (3.10), we obtain

$$
\dot{V}_1 = - \int_0^1 \gamma^T(x,t) (D(x)\Sigma(x)) \gamma(x,t) dx + [\gamma^T(x,t)D(x)\Sigma(x)\gamma(x,t)]_0^1
$$

(3.54) 
$$
+ 2\beta(0,t) \int_0^1 \alpha(x,t) A \frac{e^{-\mu x}}{\epsilon_1(x)} g(x) dx,
$$

The new term (which is the last one) can be controlled by slightly modifying the coefficients of $D(x)$ in the proof of Proposition 3.1, obtaining the same result as before.

The kernel equations resulting from the transformation are still the same (3.30)–(3.33), with the same boundary conditions (3.35)–(3.37) for $K^{uu}$, $K^{vu}$, and $K^{vv}$ (which reduces to $K^{uv}(x,0) = 0$ when $q = 0$), but one obtains an undetermined boundary conditions for $K^{wv}$:

(3.55) 
$$
K^{wv}(x,0) = h(x),
$$

where $h(x)$ can be chosen as desired; by choosing at least a continuous function, one can apply Theorem A.1 and thus the kernel equations are well-posed. After $h(x)$ has been chosen and the kernels have been computed, one obtains the value of $g(x)$ as

(3.56) 
$$
g(x) = q\epsilon_1(0)h(x) - \epsilon_2(0)K^{wv}(x,0).
$$

Invertibility of the transformation follows as before, thus one obtains the same result of Theorem 3.2. The nonuniqueness in (3.55) gives the designer some freedom in shaping the input function $g(x)$ from $\beta$ to $\alpha$. Also note that this has no impact on the feedback law as the kernels $K^{uv}$ and $K^{vv}$ (which are the ones appearing in (3.48)) are uniquely defined and independent of the nonunique $K^{wv}$ and $K^{uv}$.

4. Application of the linear backstepping controller to the nonlinear system. We wish to show that the linear controller (3.48) designed using backstepping works locally for the nonlinear system, in terms that will be made precise.

For that, we write our quasi-linear system (2.1) in a form equivalent (up to linear terms) to (3.1). Define

(4.1) 
$$
\varphi_1(x) = \exp \left( \int_0^x \frac{f_{11}(s)}{\Lambda_1(s)} ds \right), \quad \varphi_2(x) = \exp \left( - \int_0^x \frac{f_{22}(s)}{\Lambda_2(s)} ds \right).
$$

We obtain a new state variable $w$ from $z$ using the following transformation:

(4.2) 
$$
w(x,t) = \begin{bmatrix} u(x,t) \\ v(x,t) \end{bmatrix} = \begin{bmatrix} \varphi_1(x) & 0 \\ 0 & \varphi_2(x) \end{bmatrix} \begin{bmatrix} z_1(x,t) \\ z_2(x,t) \end{bmatrix} = \Phi(x)z(x,t),
$$

so that

(4.3) 
$$
z(x,t) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \varphi_1(x) \\ \varphi_2(x) \end{bmatrix} w(x,t) = \Phi^{-1}(x)w(x,t).
$$

It follows that $w$ verifies the following equation:

(4.4) 
$$
w_t + \tilde{\Lambda}(w,x)w_x + \tilde{f}(w,x) = 0,
$$
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where

\begin{equation}
\tilde{\Lambda}(w, x) = \Phi(x)\Lambda(\Phi^{-1}(x) w, x)\Phi^{-1}(x),
\end{equation}

\begin{equation}
\tilde{f}(w, x) = \Phi(x)f(\Phi^{-1}(x) w, x) + \tilde{\Lambda}(w, x) \begin{bmatrix} f_{11}(x) & 0 \\ \Lambda_1(x) & f_{22}(x) \end{bmatrix} w.
\end{equation}

It is evident that $\tilde{\Lambda}(0, x) = \Phi(x)\Lambda(0, x)\Phi^{-1}(x) = \Lambda(0, x)$ and that $\tilde{f}(0, x) = 0$. Also,

\begin{equation}
C(x) = -\frac{\partial \tilde{f}(w, x)}{\partial w} \Big|_{w=0} = \begin{bmatrix} 0 & -f_{12}(x) \\ -f_{21}(x) & 0 \end{bmatrix}.
\end{equation}

Thus, it is possible to write (4.4) as a linear system with the same structure as (3.1) plus nonlinear terms:

\begin{equation}
w_t - \Sigma(x) w_x - C(x) w + \Lambda_{NL}(w, x) w_x + f_{NL}(w, x) = 0,
\end{equation}

where

\begin{equation}
\Sigma(x) = -\Lambda(0, x),
\end{equation}

and

\begin{equation}
\Lambda_{NL}(w, x) = \tilde{\Lambda}(w, x) + \Sigma(x), \quad f_{NL}(w, x) = \tilde{f}(w, x) + C(x) w.
\end{equation}

Computing the boundary conditions of (4.8) by combining (2.4) with the transformation (4.2), and defining

\begin{equation}
q = \frac{\partial G_0(v)}{\partial v} \Big|_{v=0} \quad \text{and} \quad G_{NL}(v) = G_0(v) - qv,
\end{equation}

one obtains

\begin{equation}
\begin{aligned}
&\begin{cases}
u(0, t) = qv(0, t) + G_{NL}(v(0, t)), \\
v(1, t) = \bar{U}(t),
\end{cases}
\end{aligned}
\end{equation}

where $\bar{U}(t) = \varphi_2(1)\bar{U}(t)$. In what follows we will consider the case $q \neq 0$; the case $q = 0$ is analogous (see Remark 2).

Notice that the linear parts of (4.8) and (4.11) are identical to (3.1) and (3.3), and that the coefficients $C(x)$ and $\Sigma(x)$ verify the assumptions of section 3. Also, it is clear that the nonlinear terms verify $\Lambda_{NL}(0, x) = 0$, $f_{NL}(0, x) = \frac{\partial f_{NL}}{\partial w}(0, x) = 0$, and $G_{NL}(0) = \frac{\partial G_{NL}}{\partial w}(0) = 0$.

Therefore, we consider using the feedback law:

\begin{equation}
\bar{U} = \int_0^1 K^{vu}(1, \xi)u(\xi, t)d\xi + \int_0^1 K^{vv}(1, \xi)v(\xi, t)d\xi,
\end{equation}

which implies, in terms of the original $z$ variable:

\begin{equation}
U = \frac{1}{\varphi_2(1)} \left( \int_0^1 K^{vu}(1, \xi)z_1(\xi, t)\varphi_1(\xi)d\xi + \int_0^1 K^{vv}(1, \xi)z_2(\xi, t)\varphi_2(\xi)d\xi \right),
\end{equation}

where the kernels are computed from (3.30)–(3.37) using the coefficients $C(x)$ and $\Sigma(x)$ from (4.7) and (4.9).
Next, we show that the control law (4.13), which is computed for the linear part of the system, asymptotically stabilizes the nonlinear system, although locally. However, the right space to prove stability of the closed-loop system is $H^2$, instead of the space $L^2$ that was used in section 3 for the linear system.

Denoting

\begin{align}
(4.14) \quad q_0 &= \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad G(z) = G_0(z_2), \quad q_1 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad k(x) = \begin{bmatrix} \frac{\varphi_1(x)K^{\nu\nu}(1,x)}{\varphi_{z}(1)} \\ \frac{\varphi_2(x)K^{\mu\nu}(1,x)}{\varphi_{z}(1)} \end{bmatrix},
\end{align}

the boundary conditions of the closed loop system would be written as

\begin{align}
(4.15) \quad q_0^T z(0, t) &= G(z(0, t)), \quad q_1^T z(1, t) = \int_0^1 k^T(\xi)z(\xi, t)d\xi.
\end{align}

A necessary condition for system (2.1) with boundary conditions (4.15) to be well-posed in the space $H^2$ is that the initial conditions verify the corresponding second-order compatibility condition. These are

\begin{align}
(4.16) \quad 0 &= G(z_0(0)) - q_0^T z_0(0),
(4.17) \quad 0 &= \int_0^1 k^T(\xi)z_0(\xi)d\xi - q_1^T z_0(1), \\
&= G'(z_0(0)) \left( \Lambda(z_0(0), 0)z_0'(0) + f(z_0(0), 0) \right), \\
(4.18) \quad 0 &= \int_0^1 k^T(\xi) \left( \Lambda(z_0(\xi), \xi)z_0'(\xi) + f(z_0(\xi), \xi) \right) d\xi \\
&= -q_0^T \left( \Lambda(z_0(1), 0)z_0'(0) + f(z_0(0), 0) \right) + \int_0^1 k^T(\xi)z(\xi, 1)d\xi.
\end{align}

While (4.16) and (4.18) are natural compatibility conditions, the conditions (4.17) and (4.19) are artificial (since they show up due to the feedback law that has been designed) and rather stringent, as they require very specific values of the initial conditions. Thus, we modify our control law in a way that, without losing its stabilizing character, does not require any specific values in the initial values beyond the natural conditions (4.16) and (4.18). The modification in the boundary conditions consists in adding a dynamic extension to the controller as follows:

\begin{align}
(4.20) \quad q_0^T z(0, t) &= G(z(0, t)), \quad q_1^T z(1, t) = \int_0^1 k^T(\xi)z(\xi, t)d\xi + a(t) + b(t),
\end{align}

where $a(t)$ is one of the states of the following system:

\begin{align}
(4.21) \quad \dot{a} &= -d_1a, \quad \dot{b} = -d_2b,
\end{align}

where the constants $d_1$ and $d_2$ can be chosen as desired with the only conditions that $d_1, d_2 > 0$ and $d_1 \neq d_2$. It is evident that with positive values of these constants, (4.21) is always stable. The initial conditions of $a(t)$ and $b(t)$ are an additional degree of freedom that can be used to eliminate the compatibility conditions (4.17) and (4.19). With the modification of the control law, these compatibility conditions are now

\begin{align}
(4.22) \quad 0 &= \int_0^1 k^T(\xi)z_0(\xi)d\xi + a(0) + b(0) - q_1^T z_0(1), \\
0 &= \int_0^1 k^T(\xi) \left( \Lambda(z_0(\xi), \xi)z_0(\xi) + f(z_0(\xi), \xi) \right) d\xi - d_1a(0) - d_2b(0) \\
(4.23) \quad -q_1^T \left( \Lambda(z_0(1), 1)z_0(1) + f(z_0(1), 1) \right).
\end{align}
In what follows, for a time-varying vector $\gamma$ and initial conditions $z_0 = [z_{01}, z_{02}]^T \in H^2([0,1])$, and $a(0)$ and $b(0)$ verifying (4.26), with the kernels $K^{xx}$ and $K^{xx}$ obtained from (3.30)–(3.37) where the coefficients $C(x)$ and $\Sigma(x)$ are computed from (4.7) and (4.9). Then, under the assumptions of smoothness for the coefficients stated in section 2, for every $\lambda > 0$, there exist $\delta > 0$ and $c > 0$ such that, if $\|z_0\|_{H^2} \leq \delta$ and if the compatibility conditions (4.16) and (4.18) are verified, then

\begin{equation}
\|z(\cdot, t)\|_{H^2}^2 + a^2(t) + b^2(t) \leq ce^{-\lambda t} (\|z_0\|_{H^2}^2 + a^2(0) + b^2(0)).
\end{equation}

5. Proof of Theorem 4.1.

5.1. Preliminary definitions. We first establish some definitions and notation. For $\gamma(x) \in \mathbb{R}^2$ with components $\alpha(x)$ and $\beta(x)$ denote $|\gamma(x)| = |\alpha(x)| + |\beta(x)|$, and

\begin{equation}
\|\gamma\|_\infty = \sup_{x \in [0,1]} |\gamma(x)|, \quad \|\gamma\|_{L^1} = \int_0^1 |\gamma(\xi)| d\xi.
\end{equation}

In what follows, for a time-varying vector $\gamma(x, t)$, we denote $|\gamma| = |\gamma(x, t)|$ and $\|\gamma\| = \|\gamma(\cdot, t)\|$ to simplify our notation. For a $2 \times 2$ matrix $M$, denote

\begin{equation}
|M| = \max\{|M\gamma| : \gamma \in \mathbb{R}^2, |\gamma| = 1\}.
\end{equation}

For the kernel matrices $K(x, \xi)$ and $L(x, \xi)$ denote

\begin{equation}
\|K\|_\infty = \sup_{(x, \xi) \in T} |K(x, \xi)|.
\end{equation}

For $\gamma \in H^2([0,1])$, recall the following well-known inequalities, that will be used later:

\begin{align}
\|\gamma\|_{L^1} &\leq C_1 \|\gamma\|_{L^2} \leq C_2 \|\gamma\|_\infty, \\
\|\gamma\|_{L^2} &\leq C_3 \|\gamma\|_{L^2} + \|\gamma_x\|_{L^2} \leq C_4 \|\gamma\|_{H^1}, \\
\|\gamma_x\|_{L^2} &\leq C_5 \|\gamma_x\|_{L^2} + \|\gamma_{xx}\|_{L^2} \leq C_6 \|\gamma\|_{H^2}.
\end{align}
Define the following linear functionals, the first two of which are, respectively, the inverse and direct transformations (3.23) and (3.38):

\begin{align}
(5.7) & \quad \mathcal{K}[\gamma](x) = \gamma(x, t) - \int_0^x K(x, \xi) \gamma(\xi, t) d\xi, \\
(5.8) & \quad \mathcal{L}[\gamma](x) = \gamma(x, t) + \int_0^x L(x, \xi) \gamma(\xi, t) d\xi, \\
(5.9) & \quad \mathcal{K}_1[\gamma](x) = -K(x, x) \gamma(x, t) + \int_0^x K_x(x, \xi) \gamma(\xi, t) d\xi, \\
(5.10) & \quad \mathcal{K}_2[\gamma](x) = -K(x, x) \gamma(x, t) - \int_0^x K_x(x, \xi) \gamma(\xi, t) d\xi, \\
(5.11) & \quad \mathcal{L}_1[\gamma](x) = L(x, x) \gamma(x, t) + \int_0^x L_x(x, \xi) \gamma(\xi, t) d\xi, \\
& \quad \mathcal{L}_{11}[\gamma](x) = (L_x(x, x) + L_\xi(x, x)) \gamma(x, t) + L_x(x, x) \gamma(x, t) \\
& \quad \quad + \int_0^x L_{xx}(x, \xi) \gamma(\xi, t) d\xi.
\end{align}

For simplicity, in what follows we drop writing the \( x \) dependence in functionals and the \( t \) dependence in the variables.

Using (5.7) and (5.8), we define \( F_1[\gamma] \) and \( F_2[\gamma] \) as

\begin{align}
(5.13) & \quad F_1 = \Lambda_{NL}(\mathcal{L}[\gamma], x), \quad F_2 = f_{NL}(\mathcal{L}[\gamma], x).
\end{align}

To prove Theorem 4.1, we notice that if we apply the (invertible) backstepping transformation (3.23) to the nonlinear system (4.8) we obtain the following transformed system:

\begin{align}
0 &= \gamma_t - \Sigma(x) \gamma_x + \Lambda_{NL}(w, x) w_x + f_{NL}(w, x) \\
& \quad + \int_0^x K(x, \xi) (\Lambda_{NL}(w, \xi) w_x(\xi) - f_{NL}(w, \xi)) d\xi,
\end{align}

and using the inverse transformation (3.38) the equation can be expressed fully in terms of \( \gamma \) as

\begin{align}
(5.15) & \quad \gamma_t - \Sigma(x) \gamma_x + F_3[\gamma, \gamma_x] + F_4[\gamma] = 0,
\end{align}

where the functionals \( F_3 \) and \( F_4 \) are defined as

\begin{align}
(5.16) & \quad F_3 = \mathcal{K}[F_1[\gamma] \gamma_x], \\
(5.17) & \quad F_4 = \mathcal{K}[F_1[\gamma] \mathcal{L}_1[\gamma] + F_2[\gamma]].
\end{align}

The boundary conditions are

\begin{align}
(5.18) & \quad \alpha(0, t) = q\beta(0, t) + G_{NL}(\beta(0, t)), \quad \beta(1, t) = a(t) + b(t).
\end{align}

By the assumptions on the coefficients and applying Theorem A.2, the direct and inverse transformations (3.23) and (3.38) have kernels that are \( C^2(\mathcal{T}) \) functions. Differentiating twice with respect to \( x \) in these transformations, it can be shown that the \( H^2 \) norm of \( \gamma \) is equivalent to the \( H^2 \) norm of \( z \) (see, for instance, [30]). Thus, if we show \( H^2 \) local stability of the origin for (5.15)–(5.18), the same holds for \( z \).

We proceed by analyzing (using a Lyapunov function) the growth of \( \|\gamma\|_{L^2}, \|\gamma_t\|_{L^2} \) and \( \|\gamma_{tt}\|_{L^2} \). Relating these norms with \( \|\gamma\|_{H^2} \), we then prove \( H^2 \) local stability for \( \gamma \).
5.2. Analyzing the growth of $\|\gamma\|_{L^2}$. Define

$$V_1 = \int_0^1 \gamma^T(x,t)D(x)\gamma(x,t)\,dx$$

for $D(x)$ as in (3.9). Proceeding analogously to (3.11)–(3.14), we get some extra nonlinear terms:

$$\dot{V}_1 = -\int_0^1 \gamma^T(x,t) (D(x)\Sigma(x))_x \gamma(x,t)\,dx + [\gamma^T(x,t)D(x)\Sigma(x)\gamma(x,t)]_0^1$$

$$-2\int_0^1 \gamma^T(x,t)D(x)(F_3[\gamma,\gamma_x] + F_4[\gamma])\,dx.$$  

(5.20)

Let us analyze first the last term:

$$2\int_0^1 \gamma^T(x,t)D(x)(F_3[\gamma,\gamma_x] + F_4[\gamma])\,dx \leq K_1 \int_0^1 |\gamma|(|F_3[\gamma,\gamma_x] + |F_4[\gamma]|)\,dx.$$  

Applying Lemma B.2 (see Appendix B), we obtain that there exists a $\delta_1$, such that for $\|\gamma\|_\infty < \delta_1$,

$$\int_0^1 |\gamma||F_3[\gamma,\gamma_x]|\,dx \leq K_2 \|\gamma_x\|_\infty \|\gamma\|_{L^2}^2,$$

(5.22)

$$\int_0^1 |\gamma||F_4[\gamma]|\,dx \leq K_3 \|\gamma\|_\infty \|\gamma\|_{L^2}^2,$$

(5.23)

and using inequality (5.5) and noting that $\|\gamma\|_{L^2} \leq K_4 \gamma_{1/2}$, we obtain

$$\int_0^1 |\gamma||F_3[\gamma,\gamma_x]|\,dx \leq K_5 \|\gamma_x\|_\infty V_1,$$

(5.24)

$$\int_0^1 |\gamma||F_4[\gamma]|\,dx \leq K_6 \|\gamma_x\|_\infty V_1 + K_7 \gamma_{3/2} V_1.$$

(5.25)

Now,

$$[\gamma^T(x,t)D(x)\Sigma(x)\gamma(x,t)]_0^1 = B(\alpha(t) + b(t))^2 e^\mu - A\alpha^2(1,t)e^{-\mu} - B\beta^2(0,t)$$

$$+ A(q\beta(0,t) + G_{NL}(\beta(0,t)))^2,$$

and for $\|\gamma\|_\infty < \delta_1$, $|G_{NL}(\beta(0,t))| \leq K_8 |\beta(0,t)|$, and $A > 0$, we obtain

$$[\gamma^T(x,t)D(x)\Sigma(x)\gamma(x,t)]_0^1 \leq -A\alpha^2(1,t)e^{-\mu} + (A(q + K_8)^2 - B)\beta^2(0,t)$$

$$+ B(\alpha(t) + b(t))^2 e^\mu.$$  

(5.26)

Thus, choosing $B = (|q| + K_8)^2 A + \lambda_2$ and $A$ and $\mu$ as in the proof of Proposition 3.1, we obtain the following proposition.

**Proposition 5.1.** There exists $\delta_1$ such that if $\|\gamma\|_\infty < \delta_1$ then

$$\dot{V}_1 \leq -\lambda_1 V_1 - \lambda_2 (\alpha^2(1,t) + \beta^2(0,t)) + C_1 V_1^{3/2} + C_2 \|\gamma_x\|_{L^\infty} V_1$$

$$+ C_3 (\alpha^2(t) + b^2(t)),$$  

(5.27)

where $\lambda_1$, $\lambda_2$, $C_1$, $C_2$, and $C_3$ are positive constants.
5.3. Analyzing the growth of $\|\gamma_t\|_{L^2}$. Define $\eta = \gamma_t$. Notice that the norms of $\eta$ and $\gamma_t$ are related (see Lemma B.6 in Appendix B). Taking a partial derivative in $t$ in (5.14) we obtain an equation for $\eta$ as follows:

\begin{equation}
(5.29) \quad \eta_t + (F_1[\gamma] - \Sigma(x)) \eta_x + F_5[\gamma, \gamma_x, \eta] + F_6[\gamma, \eta] = 0,
\end{equation}

where $F_5$ and $F_6$ are defined as

\begin{align}
F_5 &= K_{11} [F_1[\gamma] - \Sigma(x)] + \int_0^x K(x, \zeta) F_{12}[\gamma, \gamma_x] \eta(\zeta) d\zeta + K(x, 0) \Lambda_{NL} (\gamma(0), 0) \eta(0) \\
F_6 &= K [F_{11}[\gamma, \eta] L_x [\gamma]] + K [F_1[\gamma] L_x [\eta]] + K [F_{21}[\gamma, \eta]],
\end{align}

where

\begin{align}
F_{11} &= \frac{\partial \Lambda_{NL}}{\partial \gamma} (L[\gamma], x) L[\eta], \\
F_{12} &= \frac{\partial \Lambda_{NL}}{\partial \gamma} (L[\gamma], x) (\gamma_x + L_x [\gamma]) + \frac{\partial \Lambda_{NL}}{\partial x} (L[\gamma], x), \\
F_{21} &= \frac{\partial f_{NL}}{\partial \gamma} (L[\gamma], x) L[\eta].
\end{align}

The boundary conditions for $\eta = [\eta_1 \eta_2]^T$ are

\begin{equation}
(5.35) \quad \eta_1(0, t) = q_1 \eta_2(0, t) + G^r_{NL}(\beta(0, t)) \eta_2(0, t), \quad \eta_2(1, t) = -d_1 a(t) - d_2 b(t).
\end{equation}

To find a Lyapunov function for $\eta$, we use the next lemma.

**Lemma 5.2.** There exists $\delta > 0$ such that, for $\|\gamma\|_\infty < \delta$, there exists a symmetric matrix $R[\gamma] > 0$ verifying the identity

\begin{equation}
(5.36) \quad R[\gamma] (\Sigma(x) - F_1[\gamma]) - (\Sigma(x) - F_1[\gamma])^T R[\gamma] = 0,
\end{equation}

and the following bounds:

\begin{align}
R[\gamma](x) &\leq c_1 + c_2 \|\gamma\|_\infty, \\
| (R[\gamma] - D(x)) \Sigma(x) | &\leq c_2 \|\gamma\|_\infty (1 + \|\gamma_x\|_\infty), \\
| (R[\gamma])_{\eta} | &\leq c_3 (|\eta| + \|\eta\|_{L^1}),
\end{align}

where $c_1, c_2, c_3$ are positive constants.

**Proof.** We explicitly construct $R[\gamma]$ as $R[\gamma] = D(x) + \Theta[\gamma]$, with

\begin{equation}
(5.40) \quad \Theta[\gamma] = \begin{bmatrix} 0 & \psi[\gamma] \\ \psi[\gamma]^T & 0 \end{bmatrix},
\end{equation}

where $\psi[\gamma]$ is defined as

\begin{equation}
(5.41) \quad \psi[\gamma] = \frac{D_{11}(x) (F_1[\gamma])_{12} - D_{22}(x) (F_1[\gamma])_{21}}{c_2(x) + c_1(x) + (F_1[\gamma])_{11} - (F_1[\gamma])_{22}},
\end{equation}

where $(F_1[\gamma])_{ij}$ denotes the coefficient in row $i$ and column $j$ in the matrix $F_1[\gamma]$. Identity (5.36) follows by using the construction of $R[\gamma](x) = D(x) + \Theta[\gamma]$ using (5.40)–(5.41), and the fact that $D(x)$ and $\Sigma(x)$ are diagonal and commute. To ensure that the
denominator of (5.41) is different from zero, denote $K_1 = \min_{x \in [0,1]} (\epsilon_1(x) + \epsilon_2(x)) > 0$. Applying (B.13) from Lemma B.2, there exists $\delta_1$ for which, if $\|\gamma\|_\infty < \delta_1$, one gets

$$
(5.42) \quad \epsilon_2(x) + \epsilon_1(x) + (F_1[\gamma])_{22} - (F_1[\gamma])_{11} \geq K_1 - K_2\|\gamma\|_\infty,
$$

thus if $\|\gamma\|_\infty \leq \min\{\delta_1, \delta_2\}$ with $\delta_2 = \frac{K_1}{2K_2}$, we obtain

$$
(5.43) \quad \epsilon_2(x) + \epsilon_1(x) + (F_1[\gamma])_{22} - (F_1[\gamma])_{11} \geq \frac{K_1}{2},
$$

thus $\psi[\gamma]$ is well-defined. Applying again (B.13) in the numerator of (5.41) to bound (5.40), we obtain

$$
(5.44) \quad \|\Theta[\gamma]\| \leq K_3\|\gamma\|_\infty,
$$

and noting $K_4 = \|D\|_\infty$, we obtain directly the bound (5.37), and by choosing $\|\gamma\|_\infty \leq \min\{\delta_1, \delta_2, \delta_3\}$, with $\delta_3 = \frac{K_4}{2K_1}$, we show $R[\gamma] > 0$.

Inequality (5.38) is equivalent to showing

$$
(5.45) \quad |(\Theta[\gamma]\Sigma(x))_x| \leq c_2\|\gamma\|_\infty (1 + \|\gamma_x\|_\infty).
$$

We first use (5.44) to bound $|\Theta[\gamma](x)\Sigma(x)|$, and for $|\Theta[\gamma](x)\Sigma(x)|$ we take a derivative in $x$ in (5.41), use the bound (5.43) and use the fact that $\frac{\partial}{\partial x} F_1[\gamma] = F_{12}[\gamma, \gamma_x]$ and using Lemma B.3, there exists $\delta_4$ such that if $\|\gamma\|_\infty \leq \delta_4,$

$$
(5.46) \quad |F_{12}[\gamma, \gamma_x] \leq K_1 (\|\gamma\|_\infty + \|\gamma_x\|_\infty).
$$

To show (5.39) we use $\frac{\partial}{\partial x} F_1[\gamma] = |F_{11}[\gamma, \eta]|$ and apply Lemma B.3. Setting $\delta = \min\{\delta_1, \delta_2, \delta_3, \delta_4\}$ the lemma follows. \[\square\]

Define

$$
(5.47) \quad V_2 = \int_0^1 \eta^T(x, t) R[\gamma](x) \eta(x, t) dx.
$$

Computing $\dot{V}_2$, applying Lemma 5.2, and integrating by parts, we find

$$
\dot{V}_2 = - \int_0^1 \eta^T(x, t) (R[\gamma] (\Sigma(x) - F_1[\gamma]))_x \eta(x, t) dx
+ \int_0^1 \eta^T(x, t) R[\gamma] (x) (\Sigma(x) - F_1[\gamma])(x) \eta(x, t) dx
+ \int_0^1 \eta^T(x, t) R[\gamma] \eta(x, t) dx
- 2 \int_0^1 \eta^T(x, t) R[\gamma] F_0[\gamma, \gamma_x, \eta, \eta_x, \eta] dx - 2 \int_0^1 \eta^T(x, t) R[\gamma] F_0[\gamma, \eta] dx.
$$

The first three terms of (5.48) are analyzed using Lemma 5.2. Thus, there exists $\delta_1$ such that, for $\|\gamma\|_\infty < \delta$, we find, for the first term,

$$
(5.49) \quad - \int_0^1 \eta^T(x, t) (R[\gamma] (\Sigma(x) - F_1[\gamma]))_x \eta(x, t) dx
\leq -\lambda_1 V_2 + K_1 \|\eta\|_{L^2}^2 (\|\gamma\|_\infty + \|\gamma_x\|_\infty).
$$
The second term of (5.48) is bounded using the boundary conditions, (3.11)–(3.14), and Lemma 5.2, as

\[
\begin{aligned}
&\left[\eta^e(x, t) R[\gamma](x) \left(\Sigma(x) - F_1[\gamma](x)\right) \eta(x, t)\right]_{x=0}^{x=1} \\
&\leq -\lambda_2 \left(\eta_1^2(1, t) + \eta_2^2(0, t)\right) + K_2 \|\gamma\|_{\infty} \left(\eta_2^2(0, t) + \eta_1^2(1, t)\right) \\
&+ K_3(1 + \|\gamma\|_{\infty})(a(t)^2 + b(t)^2).
\end{aligned}
\]

(5.50)

Finally, we bound the third term of (5.48) applying Lemma 5.2 as follows:

\[
\int_0^1 \eta^T(x, t) \left(R[\gamma]\right)_t \eta(x, t) dx \\
\leq K_3 \int_0^1 \|\eta\|^2 (\|\eta\| + \|\eta\|_{L^1}) dx \leq K_4 \|\eta\|_{L^2}^2 \|\eta\|_{\infty}.
\]

(5.51)

Applying Lemmas 5.2 and B.3 to the last terms of (5.48), we get, for \(\|\gamma\|_{\infty} < \delta\),

\[
\begin{aligned}
2 \left| \int_0^1 \eta^T(x, t) R[\gamma] F_5[\gamma, \gamma_x, \eta, \eta_x] dx \right| &\leq K_5 \int_0^1 \|\eta\| |F_5[\gamma, \eta]| dx \\
&\leq K_6 \|\eta\|_{L^2}^2 (\|\gamma\|_{\infty} + \|\gamma_x\|_{\infty}) + K_7 \|\eta\|_{L^2} \|\gamma(0, t)\| \|\gamma(0, t)\|.
\end{aligned}
\]

(5.52)

and

\[
\begin{aligned}
2 \left| \int_0^1 \eta^T(x, t) R[\gamma] F_6[\gamma, \eta] dx \right| &\leq K_8 \int_0^1 \|\eta\| |F_6[\gamma, \eta]| dx \leq K_9 \|\eta\|_{L^2}^2 \|\gamma\|_{\infty}.
\end{aligned}
\]

(5.53)

Thus, it is clear that by choosing \(\|\gamma\|_{\infty}\) small enough, using Lemma B.6 to bound \(\|\gamma_x\|_{\infty}\) by \(\|\eta\|_{\infty}\), and noting \(\|\eta\|_{L^2} \leq K_{10} V^{1/2}\), we obtain the following proposition.

**Proposition 5.3.** There exists \(\delta_2\) such that if \(\|\gamma\|_{\infty} < \delta_2\),

\[
\begin{aligned}
\dot{V}_2 &\leq -\lambda_3 \dot{V}_2 - \lambda_4 \left(\eta_1^2(1, t) + \eta_2^2(0, t)\right) + K_1 \dot{V}_2 \|\eta\|_{\infty} + K_2 b(t)^2
\end{aligned}
\]

(5.54)

for \(\lambda_2, \lambda_3, K_1, K_2\) positive constants.

**5.4. Analyzing the growth of** \(\|\gamma_t\|_{L^2}\). Define \(\theta = \eta_t\). Notice that the norms of \(\theta\) and \(\eta_t\) are related (see Lemma B.8 in Appendix B). Taking a partial derivative in \(t\) in (5.29) we obtain an equation for \(\theta\):

\[
\begin{aligned}
\theta_t + (F_1[\gamma] - \Sigma(x)) \theta_x + F_7[\gamma, \gamma_x, \eta, \eta_x, \theta] + F_8[\gamma, \eta, \theta] = 0,
\end{aligned}
\]

(5.55)

where \(F_7\) and \(F_8\) are defined as

\[
\begin{aligned}
F_7 = K_1 \left[F_{11}[\gamma, \eta] + \int_0^x K(x, \xi) F_{12}[\gamma, \gamma_x] \theta(\xi) d\xi + K_1 \left[F_1[\gamma] \theta\right]\right] \\
+ \int_0^x K(x, \xi) F_{14}[\gamma, \gamma_x, \eta, \eta_x] \eta(\xi) d\xi + K_4 (\gamma(x, 0) \eta(0)(0)) \eta(0) \\
+ K \left(F_0(0, 0) \theta(0) + K F_{11}[\gamma, \eta] \eta_x + K F_{13}[\gamma, \eta, \theta] \gamma_x\right).
\end{aligned}
\]

(5.56)

\[
\begin{aligned}
F_8 = 2K \left[F_{21}[\gamma, \eta] \gamma_x \right] + K \left[F_1[\gamma] \gamma_x \theta\right] + K \left[F_{13}[\gamma, \eta, \theta] \gamma_x\right]
\end{aligned}
\]

(5.57)

for \(K\) positive constants.
where

$$\begin{align*}
F_{13} &= \frac{\partial \Lambda_N^2}{\partial \gamma^2} (\mathcal{L}[\gamma], x) \mathcal{L}[\gamma] \mathcal{L}[\eta] + \frac{\partial \Lambda_{NL}}{\partial \gamma} (\mathcal{L}[\gamma], x) \mathcal{L}[\theta], \\
F_{14} &= \frac{\partial^2 \Lambda_{NL}}{\partial \gamma^2} (\mathcal{L}[\gamma], x) \mathcal{L}[\gamma] (\gamma_x + \mathcal{L}_1[\gamma]) + \frac{\partial \Lambda_{NL}}{\partial \gamma} (\mathcal{L}[\gamma], x) (\eta_x + \mathcal{L}_1[\eta]) \\
F_{22} &= \frac{\partial^2 f_{NL}}{\partial \gamma^2} (\mathcal{L}[\gamma], x) \mathcal{L}[\gamma] \mathcal{L}[\theta] + \frac{\partial f_{NL}}{\partial \gamma} (\mathcal{L}[\gamma], x) \mathcal{L}[\theta].
\end{align*}$$

The boundary conditions for $\theta = [\theta_1 \theta_2]^T$ are

$$\begin{align*}
\theta_1(0, t) &= q\theta_2(0, t) + G'_{NL}(\beta(0, t))\theta_2(0, t) + G''_{NL}(\beta(0, t))\eta_2^2(0, t), \\
\theta_2(1, t) &= \alpha_2^2 \theta_1(t) + \alpha_2^2 \theta_2(t).
\end{align*}$$

Since (5.55) has the same structure as (5.29), we define

$$V_3 = \int_0^1 \theta^T(x, t) R[\gamma](x) \theta(x, t) dx,$$

where $R[\gamma](x)$ was defined in Lemma 5.2.

Computing $V_3$, and proceeding exactly as in (5.48), we find

$$\dot{V}_3 = -\int_0^1 \theta^T(x, t) (R[\gamma] (\Sigma(x) - F_1[\gamma]))_x \theta(x, t) dx
+ \left[ \theta^T(x, t) R[\gamma](x) (\Sigma(x) - F_1[\gamma])(x) \theta(x, t) \right]_{x=1}^{x=0}
+ \int_0^1 \theta^T(x, t) (R[\gamma])_{x=0} \theta(x, t) dx
- 2 \int_0^1 \theta^T(x, t) R[\gamma] F_7[\gamma, \gamma_x, \eta, \eta_x, \theta] dx
- 2 \int_0^1 \theta^T(x, t) R[\gamma] F_6[\gamma, \eta, \theta] dx.$$

The first three terms of (5.64) are analyzed as in (5.49)–(5.51):

$$\begin{align*}
\dot{V}_3 &\leq -\lambda_1 V_3 + K_1 \| \theta \|^2_{L^2} (\|\gamma\|_\infty + \|\gamma_x\|_\infty) + (K_2 \|\gamma\|_\infty - \lambda_2) (\theta_1^2(1, t) + \theta_2^2(0, t)) \\
&\quad + 2 \int_0^1 \theta^T(x, t) R[\gamma] F_6[\gamma, \gamma_x, \eta, \eta_x, \theta] \theta(x, t) dx
+ 2 \int_0^1 \theta^T(x, t) R[\gamma] F_7[\gamma, \gamma_x, \eta, \eta_x, \theta] \theta(x, t) dx
+ K_3 \| \theta \|^2_{L^2} \|\gamma\|_\infty + K_4 \eta_2^2(0, t) + (1 + \|\gamma\|_\infty)(\alpha^2(t) + \beta^2(t)).
\end{align*}$$

Finally, applying Lemmas 5.2 and B.4 in the last two terms of (5.65), there exists a $\delta$, such that for $\|\gamma\|_\infty < \delta$,

$$\begin{align*}
2 \int_0^1 \theta^T(x, t) R[\gamma] F_6[\gamma, \gamma_x, \eta, \eta_x, \theta] \theta(x, t) dx
&\leq K_5 \int_0^1 \| \theta \| F_6[\gamma, \gamma_x, \eta, \eta_x, \theta] \theta(x, t) dx
\leq K_6 \| \theta \|^2_{L^2} \|\gamma\|_\infty + \|\gamma_x\|_\infty + K_7 \| \theta \|_{L^2} \eta_2^2 + K_8 \| \theta \|_{L^2} \|\eta\|_\infty
&\quad + K_9 \| \theta \|_{L^2} + K_{10} \| \theta \|_{L^2} (\|\eta\|_{L^2} \|\eta\|_\infty^2 + \|\eta(0, t)\|^2 + \|\gamma(0, t)\| \|\theta(0, t)\|)
+ 2 \int_0^1 \theta^T(x, t) R[\gamma] F_7[\gamma, \gamma_x, \eta, \eta_x, \theta] \theta(x, t) dx
\leq K_{11} \| \theta \|^2_{L^2} \|\gamma\|_\infty + K_{12} \| \eta \|_{L^2} \| \theta \|_{L^2} \|\eta\|_\infty
&\quad + K_{13} \| \eta \|_{L^2} \| \theta \|_{L^2} + K_{14} \| \eta \|^2_{L^2} \| \theta \|_{L^2}.
\end{align*}$$
Thus, by choosing \(|\gamma|_\infty\) and \(|\eta|_\infty\) small enough to apply Lemma B.8, we finally obtain the following proposition.

**Proposition 5.4.** There exists \(\delta_3\) such that if \(|\gamma|_\infty + |\eta|_\infty < \delta_3\), then

\[
\dot{V}_3 \leq -\lambda_5 V_3 - \lambda_6 \left( \theta_1^2(1, t) + \theta_2^2(0, t) \right) + K_1 V_3 V_2^{1/2} + K_2 V_2 V_3^{1/2}
\]

\[
+ K_3 V_3^{3/2} + K_4 |\eta|_\infty |\eta_2|^2(0, t) + K_5 (a^2 + b^2),
\]

where \(\lambda_5, \lambda_6, K_1, K_2, K_3, K_4, K_5\) are positive constants.

**5.5. Proof of \(H^2\) Stability of \(\gamma\).** Defining \(W = V_1 + V_2 + V_3\) and combining Propositions 5.1, 5.3, and 5.4, there exists \(\delta\) such that if \(|\gamma|_\infty + |\eta|_\infty < \delta\),

\[
\dot{W} \leq -\lambda_1 W + C_1 W^{3/2} + C_2 (a^2 + b^2),
\]

for \(\lambda, C_1, C_2 > 0\). To compensate the last term, we augment this Lyapunov function and define \(S = W + \frac{1}{\gamma} \left( \frac{a^2}{\beta_1} + \frac{b^2}{\beta_2} \right) \). Then,

\[
\dot{S} \leq -\lambda_2 W + C_1 W^{3/2} + (C_2 - c)(a^2 + b^2),
\]

and choosing \(c > C_2\), one obtains

\[
\dot{S} \leq -\lambda_2 S + C_1 S^{3/2}
\]

for some positive \(\lambda_2\). Following [2] and noting \(|\gamma|_\infty + |\eta|_\infty \leq C_2 S\), then for sufficiently small \(S(0)\), it follows that \(S(t) \rightarrow 0\) exponentially.

Given that \(W\) (by Proposition B.5) is equivalent to the \(H^2\) norm of \(\gamma\) when \(|\gamma|_\infty + |\eta|_\infty\) is sufficiently small, and since by construction \(\gamma_0\) verifies the required second-order compatibility conditions, there exists \(\delta > 0\) and \(c > 0\) such that if \(|\gamma_0|_{H^2} \leq \delta\), then

\[
|\gamma|_{H^2}^2 + a(t)^2 + b(t)^2 \leq c e^{-\lambda t} \left( |\gamma_0|_{H^2}^2 + a(0)^2 + b(0)^2 \right)
\]

Since, as we argued, for small enough \(|z|_{H^2}\) the \(H^2\) norms of \(z\) and \(\gamma\) are equivalent, this proves Theorem 4.1.

**Remark 2.** The proof has been carried out for the case \(q \neq 0\). If \(q = 0\), we have to modify the target system following section 3.5, which implies the appearance of a linear boundary term (a coefficient times \(\beta(0, t)\)) in the \(\gamma\) system; similarly, in the \(\eta\) and \(\theta\) systems, \(\eta_2(0, t)\) and \(\theta_2(0, t)\) terms will appear. These terms can be controlled using the same Lyapunov function by following the strategy outlined in section 3.5.

**6. Concluding remarks.** We have solved the problem of full-state boundary stabilization for a \(2 \times 2\) system of first-order hyperbolic quasilinear PDEs with actuation on only one boundary. We have shown, using a strict Lyapunov function, \(H^2\) local exponential stability of the state. It is possible to extend this result to design an observer, as shown in [33], and combining both results one obtains an output-feedback controller with similar properties (see [34]).

It would be of interest to extend the method to \(n \times n\) systems. For instance, a \(3 \times 3\) first-order hyperbolic system of interest is the Saint–Venant–Exner system, which models open channels with a moving sediment bed [5]; the extension is shown (for the linear case) in [7]. While extending the Lyapunov analysis to \(n \times n\) systems has been done [3], considerable extra effort is required to extend backstepping to a general \(n \times n\) system, even in the linear case. In general, the method needs \(n^2\) kernels resulting in...
an \( n^2 \times n^2 \) system of coupled first-order hyperbolic equations, whose well-posedness depends critically on the exact choice of the transformation and target system. The extension has been shown possible, for the linear case, if the system has \( n \) positive and one negative transport speeds, with actuation only on the state corresponding to the negative velocity \([8]\).

**Appendix A. Well-posedness of the kernel equations.** We show well-posedness of the following hyperbolic \( 4 \times 4 \) system, which is generic enough to contain all of the kernel equation systems that appear in the paper:

\[
\begin{align*}
(A.1) & \quad \epsilon_1(x)F_1^1 + \epsilon_2(\xi)F_1^2 = g_1(x,\xi) + \sum_{i=1}^4 C_{1i}(x,\xi)F^i(x,\xi), \\
(A.2) & \quad \epsilon_1(x)F_2^2 - \epsilon_2(\xi)F_2^3 = g_2(x,\xi) + \sum_{i=1}^4 C_{2i}(x,\xi)F^i(x,\xi), \\
(A.3) & \quad \epsilon_2(x)F_3^3 - \epsilon_1(\xi)F_3^4 = g_3(x,\xi) + \sum_{i=1}^4 C_{3i}(x,\xi)F^i(x,\xi), \\
(A.4) & \quad \epsilon_1(x)F_4^4 + \epsilon_2(\xi)F_4^4 = g_4(x,\xi) + \sum_{i=1}^4 C_{4i}(x,\xi)F^i(x,\xi),
\end{align*}
\]

evolving in the domain \( \mathcal{T} = \{(x,\xi) : 0 \leq \xi \leq x \leq 1\} \), with boundary conditions

\[
\begin{align*}
(A.5) & \quad F^1(x,0) = h_1(x) + q_1(x)F^2(x,0) + q_2(x)F^3(x,0), \\
(A.6) & \quad F^2(x,x) = h_2(x), \quad F^3(x,x) = h_3(x), \\
(A.7) & \quad F^1(x,0) = h_4(x) + q_3(x)F^2(x,0) + q_4(x)F^3(x,0).
\end{align*}
\]

This type of system has been called a “generalized Goursat problem” by some authors [17]. However the boundaries of the domain \( \mathcal{T} \) are characteristic for (A.1) and (A.4), thus the general results derived in [17] cannot be applied. The following theorems discusses existence, uniqueness, and smoothness of solutions to the equations.

**Theorem A.1.** Consider the hyperbolic system (A.1)–(A.7). Under the assumptions \( q_i, h_i \in \mathcal{C}([0,1]), g_i, C_{ji} \in \mathcal{C}(\mathcal{T}), i,j = 1,2,3,4, \) and \( \epsilon_1, \epsilon_2 \in \mathcal{C}([0,1]) \) with \( \epsilon_1(x), \epsilon_2(x) > 0 \), there exists a unique \( \mathcal{C}(\mathcal{T}) \) solution \( F^i \), \( i = 1,2,3,4 \).

**Theorem A.2.** Consider the hyperbolic system (A.1)–(A.7). Under the assumptions of Theorem A.1, and the additional assumptions \( q_i, h_i \in \mathcal{C}^N([0,1]), g_i, C_{ji} \in \mathcal{C}^N(\mathcal{T}), \) there exists a unique \( \mathcal{C}^N(\mathcal{T}) \) solution \( F^i \), \( i = 1,2,3,4 \).

Next we prove the theorems; the proof is based on transforming the equations into integral equations and then solving them using a successive approximation method.

**A.1. Transformation to integral equations.** The equations can be transformed into integral equations by the method of characteristics. For that, it is necessary to define

\[
\begin{align*}
(A.8) & \quad \phi_1(x) = \int_0^x \frac{1}{\epsilon_1(z)} \, dz, \quad \phi_2(x) = \int_0^x \frac{1}{\epsilon_2(z)} \, dz,
\end{align*}
\]

and \( \phi_3(x) = \phi_1(x) + \phi_2(x) \). Note that all of the \( \phi \) functions are monotonically increasing and thus invertible, due to positivity of the \( \epsilon \) coefficients. Under the assumptions of Theorem A.1, it also holds that \( \phi_1, \phi_i^{-1} \in \mathcal{C}^1([0,1]) \).
Define, for \((x, \xi) \in T\), the characteristic lines along which (A.1)–(A.4) evolve:

\begin{align}
&A.9 \quad x_1(x, \xi, s) = \phi_1^{-1}(\phi_1(x) - \phi_1(\xi) + s), \\
&A.10 \quad \xi_1(x, \xi, s) = \phi_1^{-1}(s), \\
&A.11 \quad x_2(x, \xi, s) = \phi_2^{-1}(\phi_2(\phi_1(x) + \phi_1(\xi)) + s), \\
&A.12 \quad \xi_2(x, \xi, s) = \phi_2^{-1}(\phi_2(\phi_2(\phi_1(x) + \phi_1(\xi)) + s) - s), \\
&A.13 \quad x_3(x, \xi, s) = \phi_3^{-1}(\phi_3(\phi_2(x) + \phi_1(\xi)) + s), \\
&A.14 \quad \xi_3(x, \xi, s) = \phi_3^{-1}(\phi_3(\phi_2(\phi_2(x) + \phi_1(\xi)) + s) - s), \\
&A.15 \quad x_4(x, \xi, s) = \phi_2^{-1}(\phi_2(x) - \phi_2(\xi) + s), \\
&A.16 \quad \xi_4(x, \xi, s) = \phi_2^{-1}(s),
\end{align}

where the argument \(s\) that parameterizes \(x_i\) and \(\xi_i\) belongs to the interval \([0, s_i^F]\), with \(s_i^F\) defined as

\begin{align}
&A.17 \quad s_1^F(x, \xi) = \phi_1(\xi), \\
&A.18 \quad s_2^F(x, \xi) = \phi_1(x) - \phi_1(\phi_1(x) + \phi_1(\xi)), \\
&A.19 \quad s_3^F(x, \xi) = \phi_2(x) - \phi_2(\phi_2(x) + \phi_1(\xi)), \\
&A.20 \quad s_4^F(x, \xi) = \phi_2(\xi).
\end{align}

The following lemma holds.

**Lemma A.3.** If \((x, \xi) \in T\) and \(s \in [0, s_i^F]\), it holds that \((x_i(x, \xi, s), \xi_i(x, \xi, s)) \in T\) for \(i = 1, \ldots, 4\). Also, under the assumptions of Theorem A.1, \(x_i\), \(\xi_i\), and \(s_i^F\) are continuous in their domains of definition since they are defined as compositions of continuous functions. Moreover, the following inequalities are verified:

\begin{align}
&A.21 \quad x_i(x, \xi, s) \leq x, \quad i = 1, \ldots, 4, \\
&A.22 \quad \xi_1, \xi_4(x, \xi, s) \leq \xi, \quad \xi_2, \xi_3(x, \xi, s) \geq \xi.
\end{align}

Using these definitions, (A.1)–(A.4) are integrated to

\begin{align}
&A.23 \quad F^j(x, \xi) = F^j(x_j(x, \xi, 0), \xi_j(x, \xi, 0)) + G_j(x, \xi) + I_j[F](x, \xi),
\end{align}

where we have denoted

\begin{align}
&A.24 \quad F = \begin{bmatrix} F^1 \\ F^2 \\ F^3 \\ F^4 \end{bmatrix}, \quad G_j(x, \xi) = \int_{0}^{s_j^2(x, \xi)} g_j(x_j(x, \xi, s), \xi_j(x, \xi, s)) \, ds, \\
&A.25 \quad I_j[F](x, \xi) = \sum_{i=1}^{4} \int_{0}^{s_j^3(x, \xi)} C_{j_i}(x_j(x, \xi, s), \xi_j(x, \xi, s)) F^i(x_j(x, \xi, s), \xi_j(x, \xi, s)) \, ds
\end{align}

for \(j = 1, 2, 3, 4\). Substituting the boundary conditions (A.5)–(A.7) and expressing the terms in (A.5) and (A.7) containing \(F^2(x, 0)\) and \(F^3(x, 0)\) in terms of the solution (A.25), we get four integral equations which have the following structure:

\begin{align}
&A.26 \quad F^j(x, \xi) = H_j(x, \xi) + G_j(x, \xi) + \varphi_j(x, \xi) + Q_j[F](x, \xi) + I_j[F](x, \xi).
\end{align}
where \( H_j(x, \xi) = h_j(x_j(x, \xi, 0)) \), \( \varphi_j(x, \xi) \) is has the values \( \varphi_2 = \varphi_3 = 0 \) and
\[
\varphi_1 = q_1(x_1(x, \xi, 0)) H_2(x_1(x, \xi, 0), 0) + q_2(x_1(x, \xi, 0)) H_3(x_1(x, \xi, 0), 0),
\]
(A.27) + \( q_1(x_1(x, \xi, 0)) G_2(x_1(x, \xi, 0), 0) + q_2(x_1(x, \xi, 0)) G_3(x_1(x, \xi, 0), 0) \),
\[
\varphi_4 = q_3(x_4(x, \xi, 0)) H_2(x_4(x, \xi, 0), 0) + q_4(x_4(x, \xi, 0)) H_3(x_4(x, \xi, 0), 0),
\]
(A.28) + \( q_3(x_4(x, \xi, 0)) G_2(x_4(x, \xi, 0), 0) + q_4(x_4(x, \xi, 0)) G_3(x_4(x, \xi, 0), 0) \).

and the values of the \( Q_j[F](x, \xi) \) are \( Q_2 = Q_3 = 0 \) and
\[
Q_1[F] = q_1(x_1(x, \xi, 0)) I_2[F](x_1(x, \xi, 0), 0)
\]
(A.29) + \( q_2(x_1(x, \xi, 0)) I_3[F](x_1(x, \xi, 0), 0) \),
\[
Q_4[F] = q_3(x_4(x, \xi, 0)) I_2[F](x_4(x, \xi, 0), 0)
\]
(A.30) + \( q_4(x_4(x, \xi, 0)) I_3[F](x_4(x, \xi, 0), 0) \).

In this form, the equations are amenable to be solved using the successive approximation method. This is explained next.

**A.2. Solution of the integral equation via a successive approximation series.** The successive approximation method can be used to solve the integral equations. Define first the following functional acting on \( F \):
\[
\Phi_j[F](x, \xi) = Q_j[F](x, \xi) + I_j[F](x, \xi),
\]
and the vectors
\[
\varphi = \begin{bmatrix} H_1 + G_1 + \varphi_1 \\ H_2 + G_2 + \varphi_2 \\ H_3 + G_3 + \varphi_3 \\ H_4 + G_4 + \varphi_4 \end{bmatrix}, \quad \Phi[F] = \begin{bmatrix} \Phi_1[F] \\ \Phi_2[F] \\ \Phi_3[F] \\ \Phi_4[F] \end{bmatrix}.
\]

Define then
\[
F^0(x, \xi) = \varphi(x, \xi), \quad F^n(x, \xi) = \Phi[F^{n-1}](x, \xi).
\]
Finally, define for \( n \geq 1 \) the increment \( \Delta F^n = F^n - F^{n-1} \), with \( \Delta F^0 = \varphi \) by definition. It is easy to see that, since \( \Phi \) is a linear functional, the equation \( \Delta F^n(x, \xi) = \Phi[\Delta F^{n-1}](x, \xi) \) holds.

If \( \lim_{n \to \infty} F^n(x, \xi) \) exists, then \( F = \lim_{n \to \infty} F^n(x, \xi) \) is a solution of the integral equations (and thus solves the original hyperbolic system). Using the definition of \( \Delta F^n \), it follows that if \( \sum_{n=0}^{\infty} \Delta F^n(x, \xi) \) converges, then
\[
F(x, \xi) = \sum_{n=0}^{\infty} \Delta F^n(x, \xi).
\]

**A.3. Proof of convergence of the successive approximation series.** First, define
\[
\bar{\phi} = \max_{(x, \xi) \in T} \{|\varphi_i(x, \xi)|\}, \quad \bar{C}_{ji} = \max_{(x, \xi) \in T} |C_{ji}(x, \xi)|,
\]
\[
K_\epsilon = \max_{(x, \xi) \in T} \left\{ \frac{1}{\epsilon_1(x)}, \frac{1}{\epsilon_2(x)} \right\},
\]
(A.35) \( \bar{q}_i = \max_{x \in [0,1]} |q_i(x)|, \quad \bar{C} = \left( 1 + \sum_{i=1}^{4} \bar{q}_i \right) \left( \sum_{j=1}^{4} \sum_{i=1}^{4} \bar{C}_{ji} \right) \).
Next, we prove the following two lemmas.

**Lemma A.4.** For $i = 1, 2, 3, 4, n \geq 1$, $(x, \xi) \in T$, and $s^F_i(x, \xi), x_i(x, \xi, s)$ defined as in (A.9)–(A.20), it follows that

$$\int_0^{s^F_i(x, \xi)} x_i^1(x, \xi, s) ds \leq K_i \frac{n}{n + 1}. \tag{A.36}$$

**Proof.** We show the result for $i = 1, 2$. It follows for $i = 3, 4$ by switching $\epsilon_1$ and $\phi_1$, respectively, for $\epsilon_2$ and $\phi_2$. For $i = 1$ we can write

$$\int_0^{\phi_1(x)} x_1^n(x, \xi, s) ds = \int_0^{\phi_1(x)} \left[ \phi_1^{-1}(\phi_1(x) - \phi_1(\xi) + s) \right]^n ds. \tag{A.37}$$

To prove the inequality, change the variable of integration to $z = \phi_1^{-1}(\phi_1(x) - \phi_1(\xi) + s)$. Then, taking into account

$$\frac{dz}{ds} = \frac{d}{ds} \left[ \phi_1^{-1}(\phi_1(x) - \phi_1(\xi) + s) \right] = \frac{1}{\phi_1'(z)} = \epsilon_1(z), \tag{A.38}$$

the integral can be bounded as follows:

$$\int_0^{\phi_1(x)} \left[ \phi_1^{-1}(\phi_1(x) - \phi_1(\xi) + s) \right]^n ds$$

$$= \int_{\phi_1^{-1}(\phi_1(x) - \phi_1(\xi))}^{x} z^n/\epsilon_1(z) dz \leq K_i \int_0^{x} z^n dz = K_i \frac{n}{n + 1}. \tag{A.39}$$

For $i = 2$ the integral can be written as

$$\int_0^{\phi_1(x) - \phi_2(x)} \left[ \phi_1^{-1}(\phi_1(x) + \phi_2(\xi)) \right]^n ds.$$

As before, change the variable of integration to $z = \phi_2^{-1}(\phi_1(x) + \phi_2(\xi)) + s)$. Then one has that

$$\frac{dz}{ds} = \frac{1}{\phi_2^{-1}(\phi_1(x) + \phi_2(\xi))} = \epsilon_2(z),$$

thus the integral can be bounded as follows:

$$\int_0^{\phi_1(x) - \phi_2(x)} \left[ \phi_1^{-1}(\phi_1(x) + \phi_2(\xi)) \right]^n ds$$

$$= \int_{\phi_2^{-1}(\phi_1(x) + \phi_2(\xi))}^{x} z^n/\epsilon_1(z) dz \leq K_i \int_0^{x} z^n dz = K_i \frac{n}{n + 1}. \tag{A.41}$$

which concludes the proof.

**Lemma A.5.** For $i = 1, 2, 3, 4, n \geq 1$ and $(x, \xi) \in T$, assume that

$$|\Delta F^n_i(x, \xi)| \leq \frac{C_n K^n x^n}{n!}, \tag{A.42}$$

then it follows that $|\Phi_i(\Delta F^n_i)(x, \xi)| \leq \frac{C_{n+1} K^{n+1} x^{n+1}}{(n+1)!}.$

**Proof.** We show the proof for $i = 1, 2$; the structure of the equations is the same for $i = 3, 4$. For $i = 2$,

$$|\Phi_2[\Delta F^n](x, \xi)| = |I_2[\Delta F^n](x, \xi)| \leq \sum_{i=1}^4 C_{2i} \int_0^{s^F_i(x, \xi)} |\Delta F^n_i (x_2(x, \xi, s), \xi_2(x, \xi, s)) ds|$$

$$\leq \frac{K^n C^n}{n!} \sum_{i=1}^4 C_{2i} \int_0^{s^F_i(x, \xi)} x_2^n(x, \xi, s) ds \leq \frac{K^n C^n x^{n+1}}{(n+1)!}. \tag{A.43}$$
where Lemma A.4 has been applied. Similarly, for \( i = 1 \),

\[
\Phi_1[|\Delta F^n|](x, \xi) \leq |Q_1[|\Delta F^n|](x, \xi)| + |I_1[|\Delta F^n|](x, \xi)|
\]

\[
\leq q_1 \bar{\phi} \frac{\bar{C}_n K^n}{n!} \sum_{i=1}^{4} \bar{C}_{2i} \int_0^x s^2(x_1(x, \xi, 0), 0) x_2^n(x_1(x, \xi, 0), 0, s) ds
\]

\[
+ q_2 \bar{\phi} \frac{\bar{C}_n K^n}{n!} \sum_{i=1}^{4} \bar{C}_{3i} \int_0^x s^3(x_1(x, \xi, 0), 0) x_3^n(x_1(x, \xi, 0), 0, s) ds
\]

\[
+ \bar{\phi} \frac{\bar{C}_n K^{n+1}}{n!} \sum_{i=1}^{4} \bar{C}_{4i} \int_0^x s^n(x_1(x, \xi, s)) ds
\]

\[
\leq q_1 \bar{\phi} \frac{\bar{C}_n K^n}{n!} \sum_{i=1}^{4} \bar{C}_{2i} x_1^n(x, \xi, 0) \frac{n!}{n+1} + q_2 \bar{\phi} \frac{\bar{C}_n K^{n+1}}{n!} \sum_{i=1}^{4} \bar{C}_{3i} x_1^n(x, \xi, 0) \frac{n!}{n+1}
\]

\[
+ \bar{\phi} \frac{\bar{C}_n K^{n+1}}{n!} \sum_{i=1}^{4} \bar{C}_{4i} x^n \frac{n!}{n+1} \leq \bar{\phi} \frac{\bar{C}^{n+1} K^{n+1} x^{n+1}}{(n+1)!},
\]

(A.44)

since \( x_1(x, \xi, 0) \leq x \). Thus the lemma is proved. \( \square \)

Next we show that (A.34) converges.

**Proposition A.6.** For \( \Delta F^n_i(x, \xi) \), \( i = 1, 2, 3, 4 \), one has that

\[
(A.45) \quad \left| \sum_{n=0}^{\infty} \Delta F^n_i(x, \xi) \right| \leq \bar{\phi} e^{\bar{C}_K x}.
\]

**Proof.** The result follows if we show that \( |\Delta F^n_i(x, \xi)| \leq \bar{\phi} \frac{\bar{C}^n K^{n+1} x^{n+1}}{(n+1)!} \). We prove the bound by induction. For \( n = 0 \), the result follows from (A.33). Assume that the bound is correct for all \( i \) in \( \Delta F^n(x, \xi) \). Then, we get for \( \Delta F^{n+1}_i(x, \xi) \) that

\[
(A.46) \quad |\Delta F^{n+1}_i(x, \xi)| = |\Phi_i[|\Delta F^n|](x, \xi)| \leq \bar{\phi} \frac{\bar{C}^{n+1} K^{n+1} x^{n+1}}{(n+1)!},
\]

where we have used Lemma A.5. Thus the proposition follows. \( \square \)

From Proposition A.6 we conclude that the successive approximation series is bounded and converges uniformly. Thus, a bounded solution to (A.1)–(A.7) exists. This proves the existence part of Theorem A.1.

To prove uniqueness, let us denote by \( F(x, \xi) \) and \( F'(x, \xi) \) two different solutions to (A.1)–(A.7). Defining \( \bar{F}(x, \xi) = F(x, \xi) - F'(x, \xi) \). By linearity of (A.1)–(A.7), \( \bar{F}(x, \xi) \) also verifies (A.1)–(A.7), with \( h_i = 0 \) and \( g_i = 0 \) for all \( i \). Then \( \bar{\phi} = 0 \) for \( F(x, \xi) \), and Proposition A.6 we conclude \( \bar{F}(x, \xi) = 0 \), which implies that \( F(x, \xi) = F'(x, \xi) \).

To prove that the solution is continuous, note that since (A.34) converges uniformly, one need only prove continuity of each term. First, \( \Delta F_0 = \phi_i \in C(T) \) since the \( \phi_i \) are defined as a sum of compositions of continuous functions. Similarly, since \( \Delta F_n \) is defined as the integral (with continuous limits) of continuous functions times the previous \( \Delta F_{n-1} \) composed with continuous functions, by induction it can be shown that \( \Delta F_n \in C(T) \). Thus \( F \in C(T) \) and Theorem A.1 is proved.

**A.4. Smoothness of solutions.** Next we sketch the proof of Theorem A.2. We consider only \( N = 1 \); for \( N \geq 1 \) the result can be proven by induction. Denote
\( G_i = \frac{\partial F}{\partial x}(x, \xi) \) and \( H_i = \frac{\partial F}{\partial \xi}(x, \xi) \). By differentiating with respect to \( x \) and \( \xi \) in (A.1)–(A.4), we find two uncoupled 4 \& 4 hyperbolic systems (for \( G_i \) and for \( H_i \)),

\[
\begin{align*}
\epsilon_1(x) G_2^1 + \epsilon_1(\xi) G_2^1 &= -\epsilon'_1(x) F^1 + \frac{\partial g_1}{\partial x}(x, \xi) + \sum_{i=1}^{4} \frac{\partial C_{1i}}{\partial x}(x, \xi) F^i(x, \xi) \\
&+ \sum_{i=1}^{4} C_{1i}(x, \xi) G^i(x, \xi), \\
\epsilon_1(x) G_2^2 - \epsilon_2(\xi) G_2^2 &= -\epsilon'_1(x) F^2 + \frac{\partial g_2}{\partial x}(x, \xi) + \sum_{i=1}^{4} \frac{\partial C_{2i}}{\partial x}(x, \xi) F^i(x, \xi) \\
&+ \sum_{i=1}^{4} C_{2i}(x, \xi) G^i(x, \xi), \\
\epsilon_2(x) G_2^3 - \epsilon_1(\xi) G_2^3 &= -\epsilon'_2(x) F^3 + \frac{\partial g_3}{\partial x}(x, \xi) + \sum_{i=1}^{4} \frac{\partial C_{3i}}{\partial x}(x, \xi) F^i(x, \xi) \\
&+ \sum_{i=1}^{4} C_{3i}(x, \xi) G^i(x, \xi), \\
\epsilon_2(x) G_2^4 + \epsilon_2(\xi) G_2^4 &= -\epsilon'_2(x) F^4 + \frac{\partial g_4}{\partial x}(x, \xi) + \sum_{i=1}^{4} \frac{\partial C_{4i}}{\partial x}(x, \xi) F^i(x, \xi) \\
&+ \sum_{i=1}^{4} C_{4i}(x, \xi) G^i(x, \xi), \\
\epsilon_1(x) H_2^1 + \epsilon_1(\xi) H_2^1 &= -\epsilon'_1(\xi) F^1 + \frac{\partial g_1}{\partial \xi}(x, \xi) + \sum_{i=1}^{4} \frac{\partial C_{1i}}{\partial \xi}(x, \xi) F^i(x, \xi) \\
&+ \sum_{i=1}^{4} C_{1i}(x, \xi) H^i(x, \xi), \\
\epsilon_1(x) H_2^2 - \epsilon_2(\xi) H_2^2 &= -\epsilon'_1(\xi) F^2 + \frac{\partial g_2}{\partial \xi}(x, \xi) + \sum_{i=1}^{4} \frac{\partial C_{2i}}{\partial \xi}(x, \xi) F^i(x, \xi) \\
&+ \sum_{i=1}^{4} C_{2i}(x, \xi) H^i(x, \xi), \\
\epsilon_2(x) H_2^3 - \epsilon_1(\xi) H_2^3 &= -\epsilon'_2(\xi) F^3 + \frac{\partial g_3}{\partial \xi}(x, \xi) + \sum_{i=1}^{4} \frac{\partial C_{3i}}{\partial \xi}(x, \xi) F^i(x, \xi) \\
&+ \sum_{i=1}^{4} C_{3i}(x, \xi) H^i(x, \xi), \\
\epsilon_2(x) H_2^4 + \epsilon_2(\xi) H_2^4 &= -\epsilon'_2(\xi) F^4 + \frac{\partial g_4}{\partial \xi}(x, \xi) + \sum_{i=1}^{4} \frac{\partial C_{4i}}{\partial \xi}(x, \xi) F^i(x, \xi) \\
&+ \sum_{i=1}^{4} C_{4i}(x, \xi) H^i(x, \xi).
\end{align*}
\]
Now, differentiating the boundary conditions in (A.6) it is found that
(A.55) \[ G^2(x, x) + H^2(x, x) = h'^2(x), \quad G^3(x, x) + H^3(x, x) = h'^3(x), \]
and setting \( x = \xi \) in (A.2)–(A.3),
(A.56) \[ \epsilon_1(x)G^2(x, x) - \epsilon_2(x)H^2(x, x) = g_2(x, x) + \sum_{i=1}^{4} C_{2i}(x, x)F^i(x, x), \]
(A.57) \[ \epsilon_2(x)G^3(x, x) - \epsilon_1(x)H^3(x, x) = g_3(x, x) + \sum_{i=1}^{4} C_{3i}(x, x)F^i(x, x), \]
we can find a set of boundary conditions for \( G^j \) and \( H^j, j = 2, 3, \) at the boundary \( x = \xi: \)
(A.58) \[ G^2(x, x) = \frac{\epsilon_2(x)h'^2(x) + g_2(x, x) + \sum_{i=1}^{4} C_{2i}(x, x)F^i(x, x)}{\epsilon_2(x) + \epsilon_1(x)}, \]
(A.59) \[ G^3(x, x) = \frac{\epsilon_1(x)h'^3(x) + g_3(x, x) + \sum_{i=1}^{4} C_{3i}(x, x)F^i(x, x)}{\epsilon_2(x) + \epsilon_1(x)}, \]
(A.60) \[ H^2(x, x) = \frac{\epsilon_1(x)h'^2(x) - g_2(x, x) - \sum_{i=1}^{4} C_{2i}(x, x)F^i(x, x)}{\epsilon_2(x) + \epsilon_1(x)}, \]
(A.61) \[ H^3(x, x) = \frac{\epsilon_2(x)h'^3(x) - g_3(x, x) - \sum_{i=1}^{4} C_{3i}(x, x)F^i(x, x)}{\epsilon_2(x) + \epsilon_1(x)}. \]

Similarly, differentiating boundary conditions (A.5) and (A.7) we find boundary conditions for \( G^1 \) and \( G^4 \) at \( \xi = 0: \)
(A.62) \[ G^1(x, 0) = h'^1(x) + q_1(x)F^2(x, 0) + q_2(x)F^3(x, 0) + q_3(x)G^2(x, 0) + q_4(x)G^3(x, 0), \]
(A.63) \[ G^4(x, 0) = h'^4(x) + q_1(x)F^2(x, 0) + q_2(x)F^3(x, 0) + q_3(x)G^2(x, 0) + q_4(x)G^3(x, 0), \]
and setting \( \xi = 0 \) in (A.1)–(A.4), we can also find two sets of boundary conditions for \( H^j, j = 1, 4, \) at the boundary \( \xi = 0, \)
(A.64) \[ H^1(x, 0) = \frac{g_1(x, 0) + \sum_{i=1}^{4} C_{1i}(x, 0)F^i(x, 0)}{\epsilon_1(x)} - \frac{\epsilon_1(x)}{\epsilon_1(x)} \left( h'^1(x) + q_1(x)F^2(x, 0) \right) \]
\[ + q_2(x)F^3(x, 0) + \frac{q_3(x)}{\epsilon_1(x)} \left( \epsilon_2(0)H^2(x, 0) + g_2(x, 0) + \sum_{i=1}^{4} C_{2i}(x, 0)F^i(x, 0) \right) \]
\[ + \frac{q_4(x)}{\epsilon_2(x)} \left( \epsilon_1(0)H^3(x, 0) + g_3(x, 0) + \sum_{i=1}^{4} C_{3i}(x, 0)F^i(x, 0) \right), \]
(A.65) \[ H^4(x, 0) = \frac{g_1(x, 0) + \sum_{i=1}^{4} C_{4i}(x, 0)F^i(x, 0)}{\epsilon_2(x)} - \frac{\epsilon_2(x)}{\epsilon_2(x)} \left( h'^4(x) + q_1(x)F^2(x, 0) \right) \]
\[ + q_2(x)F^3(x, 0) + \frac{q_3(x)}{\epsilon_2(x)} \left( \epsilon_1(0)H^3(x, 0) + g_3(x, 0) + \sum_{i=1}^{4} C_{3i}(x, 0)F^i(x, 0) \right) \]
\[ + \frac{q_4(x)}{\epsilon_1(x)} \left( \epsilon_2(0)H^2(x, 0) + g_2(x, 0) + \sum_{i=1}^{4} C_{2i}(x, 0)F^i(x, 0) \right). \]
Thus, both the $G^i$'s and $H^i$'s verify equations formally equivalent to (A.1)–(A.7), with derivatives of the old equations' coefficients as new coefficients, and the $F^i$'s as additional terms. If these equations have solutions, then the solutions must be the partial derivatives of the $F^i$ functions.

Now, under the assumptions of Theorem A.2, by Theorem A.1 there is a (at least) continuous solution $F^i(x, \xi)$. Plugging that solution into the equations we just derived for the $G^i$'s and $H^i$'s, one obtains equations whose coefficients and boundary conditions are (at least) continuous. Hence Theorem A.1 can be applied implying that the $G^i$'s and $H^i$'s are continuous. Thus $F^i(x, \xi) \in C^1(\mathcal{T})$, proving the result.

**Appendix B. Technical results.** Next we give some technical lemmas used throughout the paper. The first lemma follows from the fact that the control direct and inverse kernels are $C^2(\mathcal{T})$ functions.

**Lemma B.1.**

\begin{align*}
(B.1) & \quad |\mathcal{K}[\gamma]| \leq C_1 (|\gamma| + \|\gamma\|_{L^1}), \\
(B.2) & \quad |\mathcal{L}[\gamma]| \leq C_2 (|\gamma| + \|\gamma\|_{L^1}), \\
(B.3) & \quad |\mathcal{K}_1[\gamma]| \leq C_3 (|\gamma| + \|\gamma\|_{L^1}), \\
(B.4) & \quad |\mathcal{K}_2[\gamma]| \leq C_4 (|\gamma| + \|\gamma\|_{L^1}), \\
(B.5) & \quad |\mathcal{L}_1[\gamma]| \leq C_5 (|\gamma| + \|\gamma\|_{L^1}), \\
(B.6) & \quad |\mathcal{L}_2[\gamma]| \leq C_6 (|\gamma| + \|\gamma\|_{L^1}).
\end{align*}

The next lemma is based on the fact that, since $\Lambda_{NL}(u, x)$ is twice differentiable with respect to $u$ and $x$, and since we have $\Lambda_{NL}(0, x) = 0$, it follows that there exists a $\delta_\Lambda$ and $K_1$, $K_2$, $K_3$ such that if $|u| \leq \delta_\Lambda$, then, for any $v, w \in \mathbb{R}^2$, it holds that

\begin{align*}
(B.7) & \quad |\Lambda_{NL}(u, x)| + \frac{|\partial \Lambda_{NL}(u, x)|}{\partial x} \leq K_1 |u|, \\
(B.8) & \quad \left| \frac{\partial \Lambda_{NL}(u, x)v}{\partial u} \right| + \frac{|\partial \Lambda_{NL}(u, x)|}{\partial u} \leq K_2 |v|, \\
(B.9) & \quad \left| \frac{\partial^2 \Lambda_{NL}(u, x)v w}{\partial u^2} \right| \leq K_3 |v||w|.
\end{align*}

Similarly, since $f_{NL}(u, x)$ is twice differentiable with respect to $u$ and once with respect to $x$, and $f_{NL}(0, x) = \frac{\partial f_{NL}}{\partial u}(0, x) = 0$, there exists a $\delta_f$ and $K_4$, $K_5$, $K_6$ such that if $|u| \leq \delta_f$, then for any $v \in \mathbb{R}^2$,

\begin{align*}
(B.10) & \quad |f_{NL}(u, x)| + \frac{|\partial f_{NL}(u, x)|}{\partial x} \leq K_4 |u|^2, \\
(B.11) & \quad \left| \frac{\partial f_{NL}(u, x)}{\partial u} \right| \leq K_5 |u|, \\
(B.12) & \quad \left| \frac{\partial^2 f_{NL}(u, x)v}{\partial u^2} \right| \leq K_6 |v|.
\end{align*}

Then, the following lemma holds.

**Lemma B.2.** For $\|\gamma\|_{\infty} < \min\{\delta_\Lambda, \delta_f\}$,

\begin{align*}
(B.13) & \quad |F_1| \leq C_5 (|\gamma| + \|\gamma\|_{L^2}), \\
(B.14) & \quad |F_2| \leq C_6 (|\gamma|^2 + \|\gamma\|^2_{L^2}), \\
(B.15) & \quad |F_3| \leq C_7 (\|\gamma\|_{L^2} + |\gamma|) (\|\gamma x\|_{L^2} + |\gamma x(x)|), \\
(B.16) & \quad |F_4| \leq C_8 (|\gamma|^2 + \|\gamma\|^2_{L^2}).
\end{align*}
The next lemma follows from the previous ones.

Lemma B.3. For \( \|\gamma\|_\infty < \min\{\delta_A, \delta_f\} \),

(B.17) \( |F_{11}| \leq C_9 (|\eta| + \|\eta\|_{L^1}) \),
(B.18) \( |F_{12}| \leq C_{10} (|\gamma_x| + |\gamma| + \|\gamma\|_{L^1}) \),
(B.19) \( |F_{21}| \leq C_{11} (|\gamma| + \|\gamma\|_{L^1}) (|\eta| + \|\eta\|_{L^1}) \),
(B.20) \( |F_5| \leq C_{12} (|\eta| + \|\eta\|_{L^2}) (|\gamma| + \|\gamma\|_{L^2}) + C_{14} (|\eta| + \|\eta\|_{L^2}) \)
where
(B.21) \( |F_6| \leq C_{16} (|\eta| + \|\eta\|_{L^2}) (|\gamma| + \|\gamma\|_{L^2}) \).

The next lemma follows immediately from the previous lemmas and the corresponding definitions.

Lemma B.4. For \( \|\gamma\|_\infty < \min\{\delta_A, \delta_f\} \),

(B.22) \( |F_{13}| \leq C_{17} (|\eta| + \|\eta\|_{L^1}^2) + C_{18} (|\theta| + \|\theta\|_{L^1}) \),
(B.23) \( |F_{14}| \leq C_{19} (|\eta| + \|\eta\|_{L^1}) (1 + |\gamma_x| + |\gamma| + \|\gamma\|_{L^1}) \)
\begin{align*}
&+ C_{20} (|\eta| + \|\eta\|_{L^1}) \, , \\
(B.24) \quad |F_{22}| \leq C_{21} (|\gamma| + \|\gamma\|_{L^1}) (|\theta| + \|\theta\|_{L^2}) + C_{22} (|\eta| + \|\eta\|_{L^1}^2) \, , \\
&|F_7| \leq C_{23} (|\eta| + \|\eta\|_{L^1}^2) (1 + \|\gamma\|_\infty + \|\gamma_x\|_\infty) \\
&\quad + C_{24} (|\eta| + \|\eta\|_{L^2}) (|\eta| + \|\eta\|_{L^2}) \\
&\quad + C_{25} (|\gamma| + \|\gamma\|_{L^2} + |\gamma_x|_\infty) (|\theta| + \|\theta\|_{L^2}) \\
&\quad + C_{26} (|\eta(0)|^2 + |\gamma(0)| |\theta(0)|) \, , \\
(B.25) \quad |F_8| \leq C_{27} (|\eta| + \|\eta\|_{L^2}^2) (1 + \|\gamma\|_\infty) + C_{28} (|\gamma| + \|\gamma\|_{L^2}) (|\theta| + \|\theta\|_{L^2}) \, .
\end{align*}

Finally, the following result is crucial in establishing Theorem 4.1.

Proposition B.5. There exists \( \delta \) such that, if \( \|\gamma\|_\infty + \|\eta\|_\infty < \delta \), then the following inequalities hold:

(B.27) \( \|\theta\|_\infty \leq c_1 (\|\gamma_x\|_\infty + |\gamma_x|_\infty + \|\gamma\|_\infty) \),
(B.28) \( \|\theta\|_{L^2} \leq c_2 (\|\gamma_x\|_{L^2} + |\gamma_x|_{L^2} + \|\gamma\|_{L^2}) \),
(B.29) \( \|\gamma_{xx}\|_\infty \leq c_3 (\|\theta\|_\infty + \|\eta\|_\infty + \|\gamma\|_\infty) \),
(B.30) \( \|\gamma_{xx}\|_{L^2} \leq c_4 (\|\theta\|_{L^2} + \|\eta\|_{L^2} + \|\gamma\|_{L^2}) \),

where \( c_1, c_2, c_3, c_4 \) are positive constants.

The proposition is proven using a series of three lemmas.

The first lemma gives a relation between the \( L^2 \) and infinity norms of \( \eta \) and \( \gamma_x \), under the assumption that \( \|\gamma\|_\infty \) is small enough.

Lemma B.6. There exists \( \delta_2 \) such that, if \( \|\gamma\|_\infty < \delta_2 \), then the following inequalities hold:

(B.31) \( \|\eta\|_\infty \leq c_1 (\|\gamma_x\|_\infty + |\gamma_x|_\infty + \|\gamma\|_\infty) \),
(B.32) \( \|\eta\|_{L^2} \leq c_2 (\|\gamma_x\|_{L^2} + |\gamma_x|_{L^2} + \|\gamma\|_{L^2}) \),
(B.33) \( \|\gamma_x\|_\infty \leq c_3 (\|\eta\|_\infty + \|\gamma\|_\infty) \),
(B.34) \( \|\gamma_x\|_{L^2} \leq c_4 (\|\eta\|_{L^2} + \|\gamma\|_{L^2}) \),

where \( c_1, c_2, c_3, c_4 \) are positive constants.
Proof. First, from (5.15) we see that
\begin{equation}
\eta - \Sigma(x) \gamma_x + F_3[\gamma, \gamma_x](x) + F_4[\gamma](x) = 0.
\end{equation}

Therefore, calling $\delta_1$ the value of $\delta$ in Lemma B.2 and assuming $\|\gamma\|_\infty < \delta_1$, we can compute a bound on $\|\eta\|_\infty$ as follows:
\begin{align}
\|\eta\|_\infty & \leq K_1 \|\gamma_x\|_\infty + \|F_3[\gamma, \gamma_x]\|_\infty + \|F_4[\gamma]\|_\infty \\
& \leq K_2 \left( \|\gamma_x\|_\infty + \|\gamma_x\|_\infty \|\gamma\|_\infty + \|\gamma\|_\infty^2 \right) \leq K_3 \left( \|\gamma_x\|_\infty + \|\gamma\|_\infty \right).
\end{align}

Proceeding similarly with the $L^2$ norm,
\begin{align}
\|\eta\|_{L^2} & \leq K_1 \|\gamma_x\|_{L^2} + \|F_3[\gamma, \gamma_x]\|_{L^2} + \|F_4[\gamma]\|_{L^2} \\
& \leq K_2 \left( \|\gamma_x\|_{L^2} + \|\gamma_x\|_{L^2} \|\gamma\|_\infty + \|\gamma\|_\infty \right) \leq K_3 \left( \|\gamma_x\|_{L^2} + \|\gamma\|_{L^2} \right).
\end{align}

For the last two inequalities, we solve for $\gamma_x$:
\begin{equation}
\gamma_x = \Sigma^{-1}(x) \left( \eta + F_3[\gamma, \gamma_x](x) + F_4[\gamma](x) \right).
\end{equation}

Remembering the definition of $\Sigma(x)$, $\bar{\epsilon} = \max_{x \in [0,1]} \left\{ \frac{1}{c_1(x)}, \frac{1}{c_2(x)} \right\} > 0$, and assuming that $\|\gamma\|_\infty < \delta_1$, we obtain
\begin{equation}
\|\gamma_x\|_\infty \leq \bar{\epsilon} \left( \|\eta\|_\infty + K_1 \|\gamma_x\|_\infty \|\gamma\|_\infty + K_2 \|\gamma\|_\infty^2 \right).
\end{equation}

Therefore, if we choose $\|\gamma\|_\infty < \min \left\{ \delta_1, \frac{1}{3K_3\bar{\epsilon}} \right\}$, we reach the third inequality. Proceeding similarly with the $L^2$ norm,
\begin{equation}
\|\gamma_x\|_{L^2} \leq \bar{\epsilon} \left( \|\eta\|_{L^2} + K_3 \|\gamma_x\|_{L^2} \|\gamma\|_\infty + K_4 \|\gamma\|_{L^2} \|\gamma\|_\infty \right),
\end{equation}

so choosing $\|\gamma\|_\infty < \min \left\{ \delta_1, \frac{1}{3K_3\bar{\epsilon}} \right\}$, we reach the fourth inequality. Therefore, choosing $\delta = \min \left\{ \delta_1, \frac{1}{2K_3\bar{\epsilon}}, \frac{1}{2K_3\bar{\epsilon}} \right\}$, all inequalities are verified and the lemma is proven.

The next lemma gives the relation between $\eta_x$ and $\gamma_{xx}$, both in the infinity norm and the $L^2$ norm, for small $\|\gamma\|_\infty$.

**Lemma B.7.** There exists $\delta$ such that, if $\|\gamma\|_\infty < \delta$, then the following inequalities hold:
\begin{align}
\|\gamma_{xx}\|_\infty & \leq c_1 \left( \|\eta_x\|_\infty + \|\eta\|_\infty + \|\gamma\|_\infty \right), \\
\|\gamma_{xx}\|_{L^2} & \leq c_2 \left( \|\eta_x\|_{L^2} + \|\eta\|_{L^2} + \|\gamma\|_{L^2} \right), \\
\|\eta_x\|_\infty & \leq c_3 \left( \|\gamma_{xx}\|_\infty + \|\eta\|_\infty + \|\gamma\|_\infty \right), \\
\|\eta_x\|_{L^2} & \leq c_4 \left( \|\gamma_{xx}\|_{L^2} + \|\eta\|_{L^2} + \|\gamma\|_{L^2} \right),
\end{align}

where $c_1, c_2, c_3, c_4$ are positive constants.

**Proof.** Taking an $x$-derivative in (5.15),
\begin{equation}
\eta_x - \Sigma'(x) \gamma_x - \Sigma(x) \gamma_{xx} + F_1[\gamma] \gamma_{xx} + F_{12}[\gamma, \gamma_x] + F_{14}[\gamma, \gamma_x] = 0,
\end{equation}

where $F_{32}$ and $F_{42}$ are defined as
\begin{align}
F_{32} & = K_2 \left[ F_1[\gamma] \gamma_x \right] + F_{12}[\gamma, \gamma_x] \gamma_x, \\
F_{42} & = K_2 \left[ F_1[\gamma] \mathcal{L}_1[\gamma] + F_2[\gamma] \right] + F_{12}[\gamma, \gamma_x] \mathcal{L}_1[\gamma] \\
& \quad + F_1[\gamma] \mathcal{L}_1[\gamma] + F_1[\gamma] L(x, x) \gamma_x + F_{23}[\gamma, \gamma_x] \gamma_x,
\end{align}

where $\mathcal{L}_1[\gamma]$ is the first-order linear differential operator with respect to $\gamma$. 
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where

\begin{equation}
F_{31} [\gamma, \gamma_x] = \frac{\partial f_{NL}}{\partial x} (\mathcal{L}[\gamma], x) + \frac{\partial f_{NL}}{\partial \gamma} (\mathcal{L}[\gamma], x) (\gamma_x + \mathcal{L}_1[\gamma]).
\end{equation}

These functionals verify the following bound, similar to the bounds developed in Lemma B.2, if \( \|\gamma\|_{\infty} < \min\{\delta_A, \delta_f\}\)

\begin{align}
|F_{32}| &\leq C_1 (\|\gamma\|_{L^2} + |\gamma|) (\|\gamma_x\|_{L^2} + |\gamma_x|) + C_2 |\gamma_x|^2, \\
|F_{34}| &\leq C_4 (\|\gamma\|_{L^2} + |\gamma|) (\|\gamma_x\|_{L^2} + |\gamma_x|).
\end{align}

Therefore, using Lemma B.6, and inequality (B.13), and making \( \|\gamma\|_{\infty} \) small enough, we can compute the bounds as in the proof of Lemma B.6.

Finally, the next lemma relates \( \eta_x \) and \( \theta \), both in the infinity norm and the \( L^2 \) norm, for small \( \|\gamma\|_{\infty} \) and \( \|\eta\|_{\infty} \).

**Lemma B.8.** There exists \( \delta \) such that, if \( \|\gamma\|_{\infty} + \|\eta\|_{\infty} < \delta \), then the following inequalities hold:

\begin{align}
\|\theta\|_{\infty} &\leq c_1 (\|\eta_x\|_{\infty} + \|\eta\|_{\infty} + \|\gamma\|_{\infty}), \\
\|\theta\|_{L^2} &\leq c_2 (\|\eta_x\|_{L^2} + \|\eta\|_{L^2} + \|\gamma\|_{L^2}), \\
\|\eta_x\|_{\infty} &\leq c_3 (\|\theta\|_{\infty} + \|\eta\|_{\infty} + \|\gamma\|_{\infty}), \\
\|\eta_x\|_{L^2} &\leq c_4 (\|\theta\|_{L^2} + \|\eta\|_{L^2} + \|\gamma\|_{L^2}),
\end{align}

where \( c_1, c_2, c_3, c_4 \) are positive constants.

**Proof.** We can write (5.29) analogously to (5.15),

\begin{equation}
\eta_{t} - \Sigma(x)\eta_{x} + F_{31} [\gamma, \gamma_x, \eta, \eta_x](x) + F_6 [\gamma, \eta](x) = 0,
\end{equation}

where \( F_{31} \) is defined as

\begin{equation}
F_{31} = \mathcal{K} [F_1 [\gamma]\eta_x + F_{11} [\eta] \gamma_x].
\end{equation}

The functional \( F_{31} \) verifies the following bound, similar to the bounds developed in Lemma B.2, if \( \|\gamma\|_{\infty} \) \(< \min\{\delta_A, \delta_f\}\), then

\begin{equation}
|F_{31}| \leq C_1 (\|\gamma\|_{L^2} + |\gamma|) (\|\eta_x\|_{L^2} + |\eta_x|) + C_2 (\|\gamma_x\|_{L^2} + |\gamma_x|) (\|\eta\|_{L^2} + |\eta|).
\end{equation}

Therefore, using Lemmas B.3 and B.6, and inequality (B.13), and making \( \|\gamma\|_{\infty} + \|\eta\|_{\infty} \) small enough, we can compute the bounds as in the proof of Lemma B.6.

Combining the three lemmas, the proposition immediately follows.
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