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Transfer Function Analysis of the Micro Cantilever
Used in Atomic Force Microscopy

F. Javier Rubio-Sierra, Rafael Vázquez, and Robert W. Stark

Abstract—Current approaches to study the system response of
the different modes of dynamic atomic force microscopy (AFM)
use model simplification such as single mode approximations or are
based on the nontrivial solution of the equation of motion. As an
alternative to these approaches, the transfer function analysis gives
a more complete description of system dynamics considering the
cantilever as an extended vibrating structure. In order to describe
the dynamics correctly, the precise experimental configuration
has to be taken into account. This includes distinguishing between
point loads (mechanical tip sample interaction) and distributed
loads induced, e.g., by inertial driving or electrostatic forces. In
this work we focus on a transfer function study of two different
AFM configurations, the point force and distributed force driven
cantilever. Exact analytical expressions of the infinite dimensional
transfer function are derived for both possible system outputs:
cantilever deflection and slope, which correspond to an interfero-
metric and a light lever deflection detection system, respectively.
Frequency response and transfer function infinite product expan-
sion are obtained for the case where system outputs are set at the
free end of the cantilever. In the frequency response, it is reflected
the full complexity of cantilever dynamics affected by the presence
of an infinite number of poles and zeros. An analytical expression
for all the zeros and poles of the system is obtained. Using the
transfer function, system dynamics are analyzed obtaining modal
and antiresonant cantilever shapes along with its step response.
From the frequency response, pole-zero investigations, and system
dynamics, it is shown that both cantilever actuation and output
measurement affect AFM operation. Transfer function analysis
of AFM cantilevers improves the possibility of model-based AFM
operation to increase imaging and manipulation performance.

Index Terms—Atomic force microscopy, microelectromechan-
ical devices, nanotechnology, transfer functions.

I. INTRODUCTION

THE ATOMIC force microscope (AFM) has played a vital
role in the development of nanotechnology after its inven-

tion in 1986 by Binnig et al. [1]. As a microscope, the AFM is
not only capable to image surfaces with atomic resolution as it
can also be used to obtain quantitative local material properties
such as roughness, visco-elasticity, composition of different ma-
terials ranging from semiconductor to biological samples [2], or
force spectroscopy of single molecules [3]. Although the AFM
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was originally conceived as a high-resolution imaging tool, it
was rapidly extended to a tool for manipulation at the nanoscale
[4]. Due to its versatility, the AFM offers a plethora of possi-
bilities for surface modifications such as local anodic oxidation,
chemical surface modification, or mechanical nanomachining,
only to mention a few [5].

The dynamic operation of the AFM has emerged as a standard
method both for imaging and manipulation. There are several
different approaches to model the dynamics of an AFM can-
tilever. The most straightforward method relies on modeling the
cantilever as a single-degree-of-freedom harmonic oscillator,
the so-called first mode approximation [6]. However, the first
mode approximation neglects that the cantilever is a distributed
parameter system with an infinite number of resonant fre-
quencies. The equation of motion of the AFM cantilever can
be solved by analytical methods [7]. The cantilever also may
be modeled as a lumped parameter system [8] parting from
the analytical solution. However, if damping or tip-sample
interaction are to be considered, the solution of the problem is
not trivial [9].

Here, an analytical transfer function analysis of a generic
cantilever beam may provide additional insight. This analysis
method has successfully been applied to study the dynamics
of flexible structures [10]. From the transfer function it is
straightforward to obtain the frequency response, modes
of vibrations, and step response of the system. Transfer
functions of distributed parameter systems are transcendental
functions. In order to obtain system poles and zeros, infinite
product expansions must be used [11]. The analysis of poles
and zeros facilitates the study of consequences in modeling
and control design of the different inputs and outputs of the
system [12].

In this work, the dynamics of a generic rectangular AFM
cantilever are analyzed by the transfer function method.
Analytical expressions of the transfer function for different
system configurations are derived and the corresponding fre-
quency responses are studied. Poles and zeros, which have
both important implications in system stability and behavior,
have been obtained from the infinite product expansion of
the transfer functions. Using the analytical expression of the
transfer function, the resonant and antiresonant responses of
the different configurations are examined. Point and distributed
force actuation of an AFM cantilever are studied along with
the implications of tip deflection or slope measurement. This
distinction between deflection or slope is important, since their
sensitivity differs numerically in each of the vibration modes
[8]. Finally, the step response of the AFM cantilever for the
different system configurations is discussed.
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II. MODELING

A. System Inputs and Outputs

The microcantilever can be described by a transfer function
representation by representing the cantilever as an isolated
input/output system that is linear and time invariant. The inputs
and outputs of the system to be considered in this work are the
following.

Input 1 accounts for forces acting at the free end of the can-
tilever; these forces may be the interaction forces between tip
and sample or a magnetic excitation realized by attaching a mag-
netic particle at the free end of the cantilever which is subject to
a strong time varying magnetic field gradient [13]. Input 2 is a
distributed uniform force along the cantilever; this corresponds
to the inertial force caused by the usual mechanical excitation
by a piezoelectric transducer below the cantilever chip [14] or
to an electrostatic force.

Output 1 is the vertical deflection of the free end of the
cantilever, usually measured by interferometric methods [15].
Output 2 is the deflection slope at the free end of the cantilever.
This is the output measured in most of AFM systems using the
light lever detection method [16].

In the next sections, we will consider the following system
configurations: 1) case 11, input 1 and output 1; 2) case 12, input
1 and output 2; 3) case 21, input 2 and output 1; and 4) case 22,
input 2 and output 2.

B. Dynamic Model of the System

For the case of a generic rectangular beam the dynamics can
be derived by using the classical Euler–Bernoulli beam model
neglecting rotary inertia, shear deformation, axial effects, and
the tip mass

(1)

where the subindex denotes the partial derivative with respect
to distance , and the dot differentiation with respect to
time . The function is the transversal displace-
ment of the cantilever relative to its support, is an uniform
force per unit length acting along the cantilever, such as an iner-
tial force caused by cantilever base displacement [7], denotes
the time, the longitudinal position along the can-
tilever, the length of the cantilever, the flexural stiffness,

the damping factor, and the mass per unit length. Note that
the damping factor corresponds to, firstly, the intrinsic damping
and secondly, the damping caused by the surrounding media. If
the cantilever base is not moved, then both damping factors are
combined in . For the special case where the cantilever base
is moved to induce cantilever vibrations, then a first order ap-
proach must be assumed [17] and the damping factor in (1) is
given by , where corresponds to the po-
sition of the cantilever base.

The boundary conditions at the fixed end of the tip are zero
deflection and zero slope, namely,

(2)

At the free end we consider no torque and a force which is
acting perpendicularly to cantilever axis. Then, both remaining
boundary conditions are

(3)

In order to obtain a transfer function description of the system
we take the Laplace transform on (1), disregarding initial
conditions

(4)

where and represent the Laplace transform of the
cantilever transversal position and the distributed force along
the cantilever, and is the (complex) Laplace variable. The
boundary conditions in the Laplace domain are given by

(5)

where is the Laplace transform of the force at the free end
of the cantilever.

Equation (4) can be solved using the theory of linear ordinary
differential equations [18]. We define

(6)

In the following, we will omit the dependence of on for
simplicity of notation. The solution for the homogeneous equa-
tion is

(7)

where the constants , , , and can be found substi-
tuting (7) into the boundary conditions (5). For the nonhomoge-
neous case, the general solution is of the form

(8)

where is a particular solution of the nonhomogeneous
equation. For the first force input, we define the transfer function
from the point force to cantilever deflection and from the
point force to cantilever slope as

(9)

where is considered. Likewise, we define for the
second input the transfer function from the distributed force to
cantilever deflection, , and from distributed force to can-
tilever slope, , as

(10)

considering . For the special case where the cantilever
base is moving, the enviromental damping has to be considered
in the Bernoulli equation as mentioned above. For this case,
the moving base introduces a multiplying factor in the transfer
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functions calculated from (1). The transfer function considering
a moving base, and using the transfer function of the unmoved
base , is then given by

(11)

Once the transfer function has been calculated, it is straight-
forward to obtain the frequency response of the system. At a
given angular frequency , the response amplitude is given by

, while the phase response is given by ; that is,
the modulus and angle of the complex-valued function
evaluated on the imaginary axis. The frequency response of the
cantilever at a given point can then be displayed using the Bode
plot representation [19].

All numerical data and plots obtained from the transfer func-
tions in this chapter have been obtained using the parameters
of a commercial cantilever [20]: GPa,

kg/m, m, m, m, and
, where and are cantilever width and thick-

ness, respectively.

C. Point Force at the Free End

At first, we consider the case where the input is a point load
acting at the free end of the cantilever without distributed

forces . To obtain the solution of the equation of
motion, it is only necessary to substitute the boundary condi-
tions (5) in the homogeneous solution (7), thus obtaining a linear
system of equations in the constants , , , and . The
solution is then

(12)

where

(13)

We can directly obtain the transfer functions for the different
outputs considered. The transfer function from the punctual
force to tip position is obtained by substituting in the
previous equation, which gives

(14)

To obtain the transfer function from the punctual
force to cantilever slope at the free end, it is necessary, firstly, to
take the spatial derivative of the solution, and then to make the
same substitution as before. The obtained transfer function is

(15)

The Bode plots for both transfer functions are shown in Fig. 1
The dynamic response for both outputs presents alternating res-
onances and antiresonances. The resonances are located at the

Fig. 1. Bode plot of the response of a cantilever to a point force applied at its
end. The frequency ! has been normalized with respect to the first resonant
frequency of the system.

same frequencies for both outputs due to the common denom-
inator. The antiresonances frequencies are different for both
cases. At the resonances the phase decreases by 180 whereas
at the antiresonances the phase is increased by 180 .

D. Distributed Force

Next we consider the case where the cantilever is driven by a
distributed force and . In this case, (4) is nonhomoge-
neous. A particular solution is given by

(16)

Again, we substitute the general solution into the boundary con-
ditions (5) to obtain the coefficients from (8). The solution is

(17)

The transfer function from the distributed force per unit length
to tip position is

(18)
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Fig. 2. Bode plot of the response of a cantilever to a distributed force. Sharp
edges at the position response represent phase increments of 360 ; in the slope
response, the sharp edges are due to the continuity of the phase between�180
and 180 . The frequency ! has been normalized with respect to the first reso-
nant frequency of the system.

Again, by spatial differentiation of the solution we obtain the
transfer function for the second output

(19)

The frequency response for both transfer functions is shown
in Fig. 2. The denominators of both transfer functions are the
same as for the point load. Therefore, the resonances are lo-
cated at the same frequencies. The antiresonances of the po-
sition frequency response alternate each two resonance peaks,
while there are not any antiresonances in the slope response. At
the antiresonances of the position response, there is a phase in-
crement of 360 (sharp edges at the phase diagram). In the slope
response, there is a decrease of 90 at the resonances.

Note from (14), (15), (18), and (19) that the poles of the can-
tilever transfer function are the same for both inputs and out-
puts considered and do not depend on the actuator and sensor
position as is usual in dynamical control systems: the location
of sensors and actuators can change the position of zeros, but
not the denominator (the poles), which are “inherent” to the dy-
namics of the system.

E. Poles of the Transfer Functions

The common denominator can be factorized by direct
application of the infinite product expansions table given in

Goodson [11] and by using some trigonometric relations. The
result is

real (20)

The s-plane roots of are the poles of the system, whose
characterization is important for control analysis and to obtain
an expression for all the resonant frequencies of the system. By
substitution of (6) in (20), the fourth power of lambda in (20)
reduces the fourth root in (6) and we find, for each , a (simple)
complex conjugate pair of imaginary poles in the s-plane

(21)

All the poles are located in the left half plane (LHP), which
means that the damped cantilever is stable. The numerical values
for the first three conjugate pairs are

(22)

To each complex conjugate pair of poles corresponds a res-
onant frequency. Note that if base motion is being considered,
then (11) introduces an additional pole at .

An analytical expression for each resonant frequency is not
easy to obtain from the value of the poles, but since the damping
of each pole (the negative real part) is very small (compared to
the modulus of the pole), it can be considered to be approxi-
mately at the imaginary part of the conjugate pair of poles

(23)

For our case study, the first three resonances of the system are:
102 kHz, 640 kHz, and 1.79 MHz.

F. Amplitude and Phase Lag Along the Cantilever

Once the resonant frequencies are known, it is straightfor-
ward to obtain the amplitude and phase response of the transfer
function along the cantilever in the natural modes of vibration
using (12) and (17). The amplitude and slope response in the
first three natural modes for all case studies are shown in Fig. 3.
The amplitude response for both inputs is equivalent while they
differ in the phase response. Resonant modes of vibration are
of great importance for AFM measurements, since they enable
frequency and amplitude modulated operation of the cantilever
[21]. From the resonant response of the cantilever, it is observed
that the gradient of the response at the end part of the cantilever,
where system output is measured in standard AFM systems, is
smaller for the second output, which enhances system output
stability against internal drift of the microscope components.
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Fig. 3. Magnitude and phase response along the cantilever at the first three resonant frequencies: (a) case 11; (b) case 12; (c) case 21; and (d) case 22.
The magnitude jG j has been normalized to the maximum of each mode.

Fig. 4. Phase lag along the cantilever for the four different cases: thick solid
line, case 11; thick dashed line, case 12; thin solid line, case 21; thin dashed
line, case 22.

Due to the finite velocity of propagation of the bending waves
along the cantilever, there is a phase variation between the res-
onance nodes. The phase lag is given by

(24)

where is the change in phase of the bending wave traveling a
distance with propagation velocity . The velocity of prop-
agation is not constant because the dispersive nature of the flex-
ural vibrations of the cantilever [7]. Fig. 4 shows the phase lag
along the cantilever for the different inputs and outputs. As ex-
pected, for the point load case, the phase lag increases from the
free end of the cantilever to its base, in the opposite direction as
in the distributed force case.

G. Zeros of the Transfer Function

Factorization of the numerators of (14), (15), (18), and (19)
is practically impossible except in the case where . In
this case, transcendental functions whose product expansions

are found in the literature [11] can be easily obtained either di-
rectly or after the use of some trigonometric relations. The infi-
nite product expansions of the four different transfer functions
are

(25)

(26)

(27)

(28)

where

(29)

From these expressions it is straightforward to obtain an exact
numerical expression for the zeros of the transfer functions pro-
ceeding similarly as when we obtained the poles of the transfer
function. Fig. 5 shows a graphical representation for the first
three pairs of zeros of each output of both case studies. In this
figure it is clearly seen that the transfer functions corresponding
to cases 11, 12, and 21 have all their complex conjugate pairs of
zeros in the LHP. For case 22, the complex conjugate pairs of
zeros are all in the real axis and alternate in the LHP and right
half plane (RHP).

The point load configuration corresponds to a system where
the measurement is collocated (sensor and actuator in the same
position). Therefore, it was expected to find all the zeros of
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Fig. 5. First three complex conjugate zeros of the four different transfer func-
tions from (25)–(28).

TABLE I
FIRST THREE ANTIRESONANT FREQUENCIES

the system in the LHP. This has some important repercussions
for the dynamics and control of the cantilever: if no zeros are
present in the RHP, it is easier to stabilize the system and modal
truncation accurately simulates the dynamics of the distributed
system [8].

The configuration for the second input is noncollocated
(sensors and actuators in different position). The position mea-
surement (case 21) does not have RHP poles, and therefore is a
minimum phase system. However, as observed in the Bode plot
of Fig. 2, the phase contribution exceeds 180 after each two
resonant frequencies, and recovering 360 in the antiresonant
frequency. This must be taken into account for control design.
The system where the slope is used as output (case 22) suffers
from presence of RHP zeros and after the first resonance
the phase contribution always exceeds 180 , and hence its
transfer function is nonminimum phase. Therefore, in this
configuration the system is subject to performance limitations
and is more difficult to control than in the other considered
configurations [12].

For the special case where cantilever base motion is present
in the system, then (11) introduces an additional zero at

, i.e., an LHP zero which does not modify the quantitative
analysis of the system presented above.

H. Antiresonant Cantilever Response

Once the infinite product expansions for the different transfer
functions have been calculated, it is possible to obtain an ap-
proximation to the antiresonant frequencies from the imaginary
part of each complex conjugate pair of zeros (with nonzero
imaginary part). Different from the resonant frequencies, each
system configuration has different values of the antiresonant
frequencies. Table I shows the values of the first three an-
tiresonant frequencies for each case. Case 22 does not have

antiresonances. The first three antiresonance modes of vibration
for every system configuration are shown in Fig. 6.

I. Step Response of the Free Cantilever

By application of the Laplace transform, the response of the
system to a given input can be obtained as the product of the
transfer function times the transformed input. Then, the time
domain response can be recovered using the inverse Laplace
transform. In particular, the step response of the system in the
time domain is obtained by direct application of inverse
Laplace transform to the product of the system transfer function
and the unit step [19]. The problem reduces to solve the
following integral:

(30)

This integral can be evaluated by direct application of the
residue theorem [22]

(31)

where are the singular points, i.e., the poles, of the function
where the residues are evaluated. Since the poles of the transfer
function are known, the problem is reduced to calculate and
sum the residues. In the sum only the first poles contributing
to the system response will be considered, since we found the
contribution of high order poles to be rapidly diminishing, i.e.,
the series (31) converges very fast, so its truncation is an accu-
rate estimate of the sum. The four transfer functions considered
above have no poles at zero. Thus, the integrand in (30), where
the residues are evaluated, has a single pole at corre-
sponding to the step response transfer function. The rest of the
poles are given by the infinite product expansion of the transfer
function denominator (21). Taking into account these consider-
ations, we can write

(32)

is easily evaluated using the expressions for numerators
and common denominator presented above [(20), (25)–(28)].
The residues of the transfer function can be evaluated as

(33)

where and are the numerator and denominator
of the transfer function evaluated at respectively. In (33),
the L’Hôpital rule [23] has been applied to solve the limit and

denotes the derivative of the denominator with respect
to . Introducing (33) in (32) and applying the chain rule, we
find the general expression of the unit step response as

(34)

If the cantilever base motion is being considered then (11) must
be used to calculate the step response.
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Fig. 6. Magnitude and phase response along the cantilever at the first three antiresonant frequencies: (a) case 11; (b) case 12; and (c) case 21. The magnitude jG j
has been normalized to the maximum of each mode.

Fig. 7. Response of a strongly damped cantilever (c = 0:3 kg/ms) to a unit force step: (a) case 11; (b) case 12; (c) case 21; and (d) case 22. The insert in (d)
shows a zoom of the initial response of the system in case 22 against the actuation due to its nonminimum phase behavior. Dotted lines correspond to the steady
state solution of (1). The number of poles n considered was of 20.

Fig. 7 shows the response to an unit force step of the different
system configurations considered above. The damping factor
used was of kg/ms, a value representative of an AFM
cantilever working in liquid to better illustrate the dynamics of
the system. The dotted line in each graph corresponds to the
steady state solutions of (1). For the different system inputs,
the step responses are in opposite directions. It is worth noting

that in case 22, distributed force input and slope as output, the
system reacts at the very beginning against the input. This non-
intuitive behaviour of the cantilever is due to the fact that case
22 is a nonminimum phase configuration of the system. In this
case, it is seen that the properties of the system transfer func-
tion gives direct insight in cantilever transient behavior. The step
response calculated using simplified AFM dynamical models
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would not be accurate enough, since, as seen in (31), all modes
contribute in the response. Models considering only a larger but
finite number of modes will not get a much better result either,
unless they accurately capture the zero dynamics of the system,
which plays an important role in the response as seen in (34).
Moreover, the study of the response of the AFM cantilever to a
step force input has a direct application to the analysis of force
spectroscopy curves obtained by the AFM [24].

III. CONCLUSION

In this work we have presented an analytic approach to study
the dynamics of a free vibrating AFM cantilever. The transfer
functions for two different system outputs, cantilever deflection
and slope along the cantilever, have been obtained. Two dif-
ferent case studies, corresponding both different inputs, point
and distributed force actuation, have been analyzed. From the
transfer functions, frequency response and infinite product ex-
pansion for the particular case of outputs measured at the end
of the cantilever have been obtained. In the first case, frequency
response analysis shows the presence of resonances and antires-
onances and the phase never decreases more than 180 . In the
second case, the position output has also antiresonances and its
phase shift does not exceed 360 , while for the slope output no
antiresonances are present and is nonminimum in phase. From
the infinite product expansions, exact expressions for the poles
and zeros in all the cases have been obtained. Only the transfer
function in the second case with cantilever slope as output suf-
fers the presence of RHP zeros. To illustrate direct applications
of the transfer function with important implications on AFM op-
eration, the resonant and antiresonant response along with the
step response of the cantilever have been obtained.

The transfer function method can be extended to describe
other input forces such as electrostatic actuation, where
the distributed force is not constant along the cantilever, or
tip-sample interaction in the linear approximation. Transfer
function analysis also opens the possibility of model-based
control and observer design for AFM cantilevers to improve
state-of-the-art performance in microscopy, force spectroscopy,
and nanomanipulation.
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